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AA  SSiimmuullaattiioonn  BBaasseedd  GGeeoommeettrriiccaall  AAnnaallyyssiiss  ooff  MMEEMMSS  

CCaappaacciittiivvee  PPrreessssuurree  SSeennssoorrss  ffoorr  HHiigghh  AAbbssoolluuttee  

PPrreessssuurree  MMeeaassuurreemmeenntt  

 

Ahmed Gafar*, Galal Atlam*, and Imbaby I. Mahmoud** 
 

* Faculty of Elect., Eng., Minufiya University, EGYPT. 

** Atomic Energy Authority, EGYPT. 
 

(Received: 01-April-2015 – Accepted: 03-May-2015) 

 

AAbbssttrraacctt  

This paper presents the performance characteristics evaluation 
of MEMS capacitive pressure sensor. This type of absolute 
pressure measuring sensor is used for pulse rate measurement. 
Polysilicon material provides a higher sensitivity when chosen 
as diaphragm material. Two MEMS capacitive pressure sensors 
with varying geometries are analyzed in Matlab simulation 
software. The geometries are very common having parallel 
plates with spring loaded. In first stage the shape of the parallel 
plates is circular and in second case of the parallel plate is 
square. During modeling of these two diffident shaped sensors, 
the area of parallel plates in both cases is considered as equal. 
Once the geometries are formed, the electromechanical 
analyses have been performed. It is observed that these types 
of pressure sensors can withstand a wide range of absolute 
pressure from kilo Pascals to several order of mega Pascals. In 
this work, Matlab environment is employed to model this sensor 
and accurate model is devised to study its performance. 
Simulation results are obtained and compared with published 
work of FEM (Finite Element Method) based Multiphysics 
simulation platform and full argument is obtained. The proposed 
model allows handling different parameters affecting the 
performance of this sensor. 
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2 

11..  IInnttrroodduuccttiioonn  

The microfabricated pressure sensor is one of MEMS devices used in a 

wide range of applications. In MEMS technology, piezoresistive pressure 

sensors are very common. However, in the past years capacitive pressure 

sensors have received attention due to several advantages in comparison to 

piezoresistive pressure sensors. The main disadvantage of the 

piezoresistive pressure sensor is the inherent temperature dependence of 

piezoresistive coefficients [1]. Moreover, capacitive pressure sensor has 

lower power consumption than piezoresistive pressure sensor [2]. But 

piezoresistive pressure sensor most widely used than capacitive pressure 

sensor because of two reasons; capacitive structure is more complicated to 

fabricate and the capacitive sensing principle is sensitive to parasitic 

capacitances. The structure of the capacitive pressure sensor is more 

complicated, because it involves formation of a cavity that separates the 

two sensing electrodes from each other. Formation of such a cavity is done 

in two different ways. For first case multiple film depositions and etch of a 

buried sacrificial layer [3–6] or in second case bonding after the cavity has 

been etched into one of the wafer. Wafer bonding is done by fusion 

bonding of two silicon wafers or anodic bonding of a silicon wafer and a 

glass wafer [7–9]. Capacitive pressure sensors are required in applications 

including bio-medical systems, environmental monitoring and industrial 

process control. Capacitive pressure sensors provide low noise, high 

sensitivity, have low temperature sensitivity and are preferred in many 

emerging high performance applications and can withstand a lot of 

vibration. Micromachined capacitive pressure sensors have typically used 

an elastic diaphragm with springs and a sealed cavity in between the 

diaphragm and the substrate below. There is a pair of parallel plate which 

forms capacitor. Lower plate is fixed and upper plate acts as movable plate 

which is attach with spring and four boundaries are fixed. Pressure is 

applied on upper plate; it deforms which changes the distance between 

two plates due to this capacitance changes. The change of capacitance is 

used for measuring pressure [10, 11].The design parameters of MEMS 

based diaphragm type capacitive pressure sensors using Matlab software is 

explored. Two different shaped diaphragms with the same area for sensing 

high absolute pressure are designed.  
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3 

Mechanical, electromechanical as well as material studies are performed. 

The analyzed results are in the form of 2-D plots. The outcome of these 

designed sensors are discussed and compared against their efficiencies.  

 

22..  MMeetthhooddss  aanndd  mmaatteerriiaallss  

AA..  MMaatthheemmaattiiccaall  mmooddeelliinngg::      

The maximum stress for circular diaphragm is given by [12]: 

  

                                                          (1) 

 

 

The maximum deflection of the circular plate occurs at the centre position 

of the plate is given by [13]: 

 

                                                (2) 

 

 

The maximum stress at the middle of each edge for square diaphragm is 

given by [12]:     

 

                                                       (3)  

 

 

The maximum deflection for square diaphragm is given by [14]: 

 

                              (4)                                            

     

 
 

Where:  

: is the total force acting on the plate, 
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 : is the diaphragm thickness, 

: is the radius of the diaphragm, 

: is the pressure difference across the diaphragm,  

: is the Young’s modulus of the diaphragm material, 

: is the Poission’s ratio of the diaphragm material, 

: is the reciprocal of the Poisson's ratio 

 

Eq. 1, Eq.2, Eq. 3 and Eq. 4 are describing for performing the analytical 

analysis of the proposed MEMS based capacitive pressure sensor. 

The capacitance between two parallel electric conductive plates is given 

by [15- 16]: 

                                                            (5)            

Where:  

: is capacitance, 

: is dielectric constant of vacuum, 

: is the dielectric constant of material,  

: is area of electrode plate, 

: is the gap between two electrode plate. 

 

The relationship between the capacitance change and the applied pressure 

for circular and square diaphragms is defined as sensitivity and is given by 

[17-21]: 

      (6)      

 

Where:  

: is the sensitivity,   

: is the change in capacitance, 

:  is the pressure difference across the diaphragm,  

 " is the radius of the diaphragm, 
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:  is the thickness of the diaphragm  

: is the Young’s modulus of the diaphragm material, 

 :  is the Poission’s ratio of the diaphragm material, 

 is the area of the moving plate 

: is the sensing gap between the moving plate and the fixed plate 

BB..  MMaattllaabb  mmooddeelliinngg  

Matlab software is used to predict mechanical response to a load, such as 

force or moment applied to a part of the constructed model. This part is to 

be simulated is broken down into small discrete element – this procedure 

is called meshing. Each element has a no. of nodes and its corners at 

which it interacts with neighboring element. Thus the system Partial 

Differential Equation (PDEs) is assumed to be linear element within the 

nodes and is solved in matlab modeling. 

CC..  SSeennssoorr  llaayyoouutt  

For design purpose, the two different geometries (circular and square) of 

the diaphragm are designed in such a way that their area between the 

plates is made similar. Both cases there are two plates. Lower one is fixed 

and upper one is movable. Pressure is applied on upper plate. Distance 

between two plates changes when pressure is applied and due to these 

capacitance changes. The dimensions of both the square and circular 

shaped capacitive pressure sensor is provided below as shown in Fig. 1 
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Fig. 1: Cross-section and 3D view of the sensor geometries 

Table 1: Parameters used in MEMS capacitive pressure sensor 

Side length of square diaphragm [μm] 60  

Radius of circular diaphragm [μm] 33.84  

Thickness of diaphragm [μm] 1.5  

Separation gap between the plates [μm] 3.0  

 

33..  MMaatteerriiaall  AAnnaallyyssiiss  

The physical properties of Polysilicon are recorded in table 2. These 

properties are used in performing the analysis of the two designed MEMS 

based capacitive pressure sensor model in Matlab software. 

Table 2: Properties of Polysilicon material  

Young's modulus [pa] 160x10
9
 

Poisson’s ratio 0.22 

Density [kg/ ] 2320 

Thermal expansion coefficient [ ] 2.6x10
-6

 

Thermal conductivity [W/m*K] 34 

Relative permittivity 4.5 
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44..  RReessuullttss  aanndd  ddiissccuussssiioonn  

A wide range of mechanical, electromechanical and polysilicon material 

studies of the proposed two geometrical structures have been performed in 

the Matlab Software. In this paper, effect of various parameters for 

designing sensor is analyzed and discussed below. 

AA..  DDeessiiggnn  sseennssoorr  llaayyoouutt    

Two types of geometrics are designed. Sensor layouts are given on Fig.2 

and Fig.3. Deflection is maximum at center of the diaphragm and 

minimum at side of the diaphragm. 

 

 Fig.2: Square sensor layout (a) top view (b) side view 

Applied pressure vs. deflection is measured and change in capacitance is 

measured. In Fig. 2(a, b) and 3(a, b) red colure shows maximum 

deflection at center of the diaphragm and blue colure shows minimum 

deflection at side of the diaphragm. 

BB..  EEffffeecctt  ooff  DDiissttaannccee  bbeettwweeeenn  ttwwoo  DDiiaapphhrraaggmmss  

Distance between two diaphragms is very important parameter for 

designing diaphragm type capacitive pressure sensor. If the distance 
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between two plates increases, the capacitance decreases. In Fig.4, the 

change in capacitance due to varying distance between two diaphragms is 

plotted. These studies we have done only with square shaped diaphragm 

as the area of two geometrical shapes diaphragms is considered as equal. 

 

(a)                                   (b) 

Fig.3: Circular sensor layout (a) top view (b) side view 

 

 

Fig. 4: Plot of capacitance with the variation of the distance between the plates 
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CC..  EEffffeecctt  ooff  tthhiicckknneessss  ooff  ddiiaapphhrraaggmm  oonn  sseennssoorr  ppeerrffoorrmmaannccee  

1- Deflection  

Thickness is very important parameter for diaphragm deflection. If 

diaphragm thickness is increased, deflection decreases. Diaphragm 

deflection is inversely proportional to diaphragm thickness as shown in 

Fig.5 (a) circular diaphragm and Fig.5 (b) square diaphragm, which show 

how the deflection for different diaphragm thickness varying with applied 

pressure. For different diaphragm thickness, deflection in circular shaped 

diaphragm is higher than in square shaped diaphragm. FEM and 

MATLAB results [12] showed that the deflection increased with applied 

pressure as theoretically predicted in Eq. (2) and Eq. (4) as shown in Fig. 

5(a). 

 
Fig.5: Plot of the deflection with diaphragm thickness, with the range of applied 

pressure from (0-3) MPa (a) For circular shaped diaphragm, (b) For square 

shaped diaphragm. 

 

2- Stress 

If diaphragm thickness is increased, stress decreases. Diaphragm stress is 

inversely proportional to diaphragm thickness as shown in Fig.6 (a) 
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circular diaphragm and Fig.6 (b) square diaphragm, which show how the 

stress for different diaphragm thickness varying with applied pressure. If 

diaphragm thickness increases then pressure withstand capability also 

increases. For different diaphragm thickness, stress in square shaped 

diaphragm is much higher than in circular shaped diaphragm. 

 
Fig.6: Plot of the stress through different diaphragm thickness with the range of 

applied pressure from (0-3) MPa (a) For circular shaped diaphragm, (b) For 

square shaped diaphragm. 

 

 

3- Change in capacitance 

Change in capacitance is measured with respect to applied pressure is 

shown in Fig.7 (a) circular diaphragm and Fig.7 (b) square diaphragm; it 

is observed that applied pressure vs. change in capacitance is maximum 

for thin diaphragm. As a result, low thickness diaphragm is more sensitive 

than high thickness diaphragm. For different diaphragm thickness, change 

in capacitance in circular shaped diaphragm is much higher than in square 

shaped diaphragm. FEM and MATLAB results [12] showed that the 

change in capacitance increased with applied pressure as shown in Fig. 7(a 

and b). 
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11 

 
Fig.7: Plot of change in capacitance through different diaphragm thickness with 

the range of applied pressure from (0-3) MPa (a) For circular shaped diaphragm, 

(b) For square shaped diaphragm. 

 

4- Sensitivity  

If diaphragm thickness is increased, sensitivity decreases. Diaphragm 

sensitivity is inversely proportional to diaphragm thickness as shown in 

Fig.8 (a) circular diaphragm and Fig.8 (b) square diaphragm, which show 

how the sensitivity for different diaphragm thickness varying with applied 

pressure. If diaphragm thickness increases then pressure withstand 

capability also increases. For different diaphragm thickness, sensitivity in 

circular shaped diaphragm is much higher than in square shaped 

diaphragm. 

 

DD--  EEffffeecctt  ooff  aapppplliieedd  pprreessssuurree  oonn  sseennssoorr  ppeerrffoorrmmaannccee  

1- Deflection   

If applied pressure is increased, deflection increases as shown in Fig.9 (a) 

circular diaphragm and Fig.9 (b) square diaphragm, which show how the 
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deflection for different applied pressure varying with diaphragm thickness. 

For different applied pressure, deflection in circular shaped diaphragm is 

higher than in square shaped diaphragm. 

 
Fig.8: Plot of sensitivity through different diaphragm thickness with the range of 

applied pressure from (0-3) MPa (a) For circular shaped diaphragm, (b) For 

square shaped diaphragm. 

 
Fig.9: Plot of the deflection through different applied pressure with the range of 

diaphragm thickness (a) For circular shaped diaphragm, (b) For square shaped 

diaphragm. 
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2- Stress  

If applied pressure is increased, stress increases as shown in Fig.10 (a) 

circular diaphragm and Fig.10 (b) square diaphragm, which show how the 

stress for different applied pressure varying with diaphragm thickness. For 

different applied pressure, stress in square shaped diaphragm is much 

higher than in circular shaped diaphragm. 

 

Fig.10: Plot of the stress through different applied pressure with the range of 

diaphragm thickness (a) For circular shaped diaphragm, (b) For square shaped 

diaphragm. 

 

3- Change in capacitance 

Change in capacitance is measured with respect to diaphragm thickness is 

shown in Fig.11 (a) circular diaphragm and Fig.11 (b) square diaphragm; 

it is observed that diaphragm thickness vs. change in capacitance is 

maximum for thin diaphragm. For different applied pressure, change in 

capacitance in circular shaped diaphragm is much higher than in square 

shaped diaphragm.  
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Fig.11: Plot of the change in capacitance through different diaphragm thickness 

with the range of applied pressure (a) For circular shaped diaphragm, (b) For 

square shaped diaphragm. 

 

4- Sensitivity  

If applied pressure is increased, sensitivity decreases. Diaphragm 

sensitivity is inversely proportional to applied pressure as shown in Fig.12 

(a) circular diaphragm and Fig.12 (b) square diaphragm, which show how 

the sensitivity for different applied pressure varying with diaphragm 

thickness. For different applied pressure, sensitivity in circular shaped 

diaphragm is much higher than in square shaped diaphragm. 

Table 3: Results obtained for both circular and square diaphragms at pressure 3 MPa 
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15 

 

Fig.12: Plot of the sensitivity through different applied pressure with the range of 

diaphragm thickness (a) For circular shaped diaphragm, (b) For square shaped 

diaphragm 

Table 4: Results obtained for both circular and square diaphragms at diaphragm 

thickness 0.5µm 

 

55..  CCoonncclluussiioonnss  

In this paper, two different models of MEMS based capacitive pressure sensor 

are analyzed. One having circular shaped whereas other having square shaped 

diaphragm. The results obtained evaluating the performance of MEMS capacitive 
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pressure sensor for both circular and square diaphragms in deflection, stress and 

sensitivity as shown in tables 3 and 4. 

Detailed simulation based analyses on the mechanical, electromechanical as well 

as polysilicon material was performed. From the results obtained, it is shown that 

the circular diaphragm has the lowest stress on its edges when applying the same 

pressure as on a square diaphragm, but the largest centre deflection can be seen 

in circular diaphragm and sensitivity of circular diaphragm is greater than 

sensitivity of square diaphragm. Besides, Matlab modeling was performed to 

simulate the mechanical characteristics of the diaphragm and the comparison to 

FEM (Finite Element Method) based Multiphysics simulation platform is 

presented. As analyzed from the mechanical analysis that designed model can 

withstand a high absolute pressure range extends to several of mega Pascals. This 

design technology allows for simple and inexpensive batch fabrication and 

integration of this type of sensors with dedicated signal detection circuits. Thus, 

the practical implementation of these designed sensors will cater wide range of 

applications over a varied field (biomedical, robotics etc). 
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 ملخص البحث

 
فى هذه الورقة البحثية نقدم تقييم للنظم الميكانيكية والكهربية الدقيقة الخاصة 

بأجهزة استشعار الضغط حيث يستخدم هذا النوع من استشعارات الضغط فى 

قياس معدل النبض. تم تحليل الاداء لنوعين من اجهزة استشعار الضغط بأشكال 

المحاكاة الماتلاب حيث ان احد هذين  هندسية مختلفة وذلك باستخدام برنامج

تم تقييم اداء النظم  0النوعين يأخذ شكل دائرى فى حين الاخر يأخد شكل مربع

الميكانيكية والكهربية الدقيقة الخاصة بأجهزة استشعار الضغط من خلال المقارنة 

التي تم الحصول  من النتائج بين الانحراف والضغط والحساسية لكلا النوعين

نفس  عند تطبيق هأطراف ضغط على أدنى لديه الدائري الشكل أن تبينفإنه  ،عليها

ولكن يمكن ان ينظر الى اقصى انحراف وذلك من  ،مربعالشكل ال على الضغط

خلال الشكل الدائرى عنه فى الشكل المربع كما يتضح ان حساسية الشكل الدائرى 

ى برنامج المحاكاة اعلى من حساسية الشكل المربع وتم عرض تلك النتائج عل

 (.FEM) مطابقتها مع النتائج الموضحة على برنامجالماتلاب وتأكد من 

ولهذا يتضح من التحليل الميكانيكى ان هذا النموذج المصمم يمكن ان يتحمل 

 (.several of mega Pascals) الى اقصى مدى من الضغط المطلق يصل

لانواع من اجهزة استشعار هذا التصميم التكنولوجى يسمح بتصنيع ودمج هذه ا

التكاليف الضغط مع الدوائر المخصصة فى كشف الاشارة وذلك ببساطة وقلة فى 

 واسعة من  مجموعة تلبيةل مصممةهذه المجسات التنفيذ العملي ل وهكذا، فإن

   .(.الخ ...الروبوتاتالطب الحيوي، ) فى مجالات متنوعة مثلالتطبيقات 
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AAbbssttrraacctt  

The loss and distortion of the feature films at films silent-era 
constitutes an alarming in cultural recording for most nation's. 
So the first directive of congress library was to support archival 
research projects that would restore the American movies 
produced during the 19th and 20th centuries. Noise removal is 
an important task in video restoration where the "original" video 
is discernible. Therefore this work contemplates to introduce an 
overview of some algorithms that can be used to restore the 
corrupted video that presented in AVI container format. These 
algorithms are untrimmed decision based median filter 
(UDBMF), decision based median filter (DBMF), weighted 
median filter (WMF), and standard median filter (SMF). A 
comparable analysis among all filters was done at different 
levels of noise based on some calculated parameters as mean 
square error (MSE), mean absolute error (MAE), image 
enhancement factor (IEF), peak signal to noise ratio (PSNR), 
and correlation ratio (CORR). Simulation results indicate that 
DBMF and UDBMF have superior performance compared to 
other nonlinear filters for noise level up to ninety percent. Also 
the necessary details in video were preserved. 

 

11..  IInnttrroodduuccttiioonn  

An image is an array or a matrix of square pixels (picture elements) 

arranged in columns and rows. Image may be captured in optical devices 

such as telescopes, lenses, mirrors, cameras, microscopes, etc., and natural 
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objects and phenomena, such as the human eye or the water surfaces. The 

word image is also used in the broader sense of any two-dimensional 

figure. In wider sense; images can also be rendering manually, such as by 

painting, drawing, carving, rendered automatically by computer graphics 

technology, printing, or developed by a combination of methods [1]. 

Digital images and digital video are, respectively, pictures and movies that 

have been converted into a computer- readable format. Usually, image 

means a still picture that does not change with time, whereas a video 

evolves with time and generally contains moving and/or changing objects. 

Digital images or video are usually obtained by converting continuous 

signals into digital format. Likewise, digital visual signals are viewed by 

using diverse display media, included digital printers, computer monitors, 

and digital projection devices [2]. 

Video frames are often corrupted by impulse noise. In general, the impulse 

noise in video frames is present due to bit errors in transmission or 

introduced during the signal acquisition stage. Based on the noise values, 

the impulse noise is classified into two types; salt and pepper noise (fixed 

valued noise) and random valued noise. Salt and Pepper noise can corrupt 

the frame where the corrupted pixel takes either maximum or minimum 

gray level. Random valued impulse noise, in which noise is dispersed 

uniformly. It may take any value in the dynamic range of [0,255].  In this 

paper a deal with the removal of salt and pepper noise from corrupted 

video images [3].                                                                                                                       

Linear filters were the primary tools that used with signal and image 

denoising but it tend to blur edges, do not remove impulsive noise 

effectively, and do not perform well in the presence of signal dependent 

noise [4]. To overcome these shortcomings, nonlinear filters have replaced 

linear filters in many image processing applications since they can operate 

effectively in various noisy conditions and potentially preserve the 

structural information of the image, so various types of nonlinear filters 

are used [5]. 

To satisfy the objective of this work the paper has been structured as 

follows; section II describes restoration process, section III contains 

sources of noise in video images and its types. Section IV discusses the 

means of image de-noising, while filtering techniques are given in section 

V. Section VI briefly illustrates the suggested methodology. Simulation 
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and the discussions of results are presented in section VII. Conclusions are 

drawn in section VIII. Section IX gives a scope of the future work. 

Finally, the references that used for completion of this work were 

incorporated.  

 

22..  RREESSTTOORRAATTIIOONN  PPRROOCCEESSSS  

Image Restoration is an attempt to reconstruct or recover a video frame 

that has been degraded by using a priori knowledge of the degraded 

phenomenon. Thus, restoration techniques are oriented toward modeling 

the degradation and applying the inverse process in order to restore the 

original image [6]. The idea of image restoration is to balance for or 

unwrap a defect which corrupts an image. Degradation comes in many 

forms such as motion blur, noise, and camera misfocus. In cases where the 

image is corrupted by noise, the best hope is to compensate for the 

degradation it caused [7]. 

The objective of image restoration procedures is to suppress degradation 

of the image with the help of the knowledge about its nature. The image 

degradation could be attributed to the defects present in the optical lenses, 

relative motion between the object and the camera, wrong focus, 

turbulence in the atmosphere, scanning quality etc. The goal of image 

restoration is to reconstruct the original image from its degraded form. 

The image restoration techniques can be broadly classified into two 

groups as: (1) deterministic and (2) stochastic. Deterministic method suits 

in restoring images with a little noise and a known degradation function. 

The original image can be obtained by applying a transformation inverse 

to the degradation of the degraded image. Stochastic technique tries to 

find the best restoration according to a particular stochastic criterion [8]. 

The possible approach for noise removal is using filters such as low-pass 

filters or median filters. More sophisticated methods assume a model of 

how the local image structures look like, a model which distinguishes 

them from the noise; that's by first analyzing the image data in terms of 

the local image structures, such as lines or edges, and then controlling the 

filtering based on local information from the analysis step [6].  

Restoring an original image, when given the degraded image, with or 

without knowledge of the degradation function degree and type of noise 
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present is an ill posed problem [9].Fig.1. Shows block diagram for the 

degradation/ restoration process. The objective of restoration is to find the 

estimated F(x,y) that closely approximates the original input image f(x,y) 

[10]. 

 

Fig.1.   Model of the image degradation/restoration process 

Where, f(x,y) is a given input image, H is a degradation function, n(x,y) is 

the additive noise, g(x,y) is the degraded image, and F(x,y) is the  restored 

image. 

 

33..  SSOOUURRCCEESS  ooff  NNOOIISSEE  iinn  IIMMAAGGEESS  aanndd  IITTSS  TTYYPPEESS  

Noise is a disturbance that affects a signal; it may distort the information 

carried by the signal. Presence of noise is manifested by undesirable 

information, which is not at all related to the image under study, but in 

turn disturbs the information present in the image. The noise is translated 

into values, which are getting added or subtracted to the values on the 

levels of image pixels. Image noise can be originated due to camera 

quality, acquisition condition, illumination level, calibration. Image noise 

can also be occurred due to the electronic noise in the sensors in the digital 

cameras, and it can be a function of the scene environment [11]. 

Image noise can be classified as Impulse noise (Salt-and-pepper noise), 

Amplifier noise (Gaussian noise), Shot noise, Quantization noise (uniform 

noise), Film grain, non-isotropic noise, Multiplicative noise (Speckle 

noise) and Periodic noise [12]. 

AA..  VVaarriioouuss  SSoouurrcceess  OOff  NNooiissee    

In signal processing or computing it can be considered data without 

meaning; that is, data not being used to transmit a signal, but is simply 

produced as an unwanted by-product of other activities. In Information 
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Theory, however, noise is still considered to be information. In a broader 

sense, film grain or even advertisements in web pages can be considered 

as noise [4]. 

Reference [12] introduces noise in the image at the time of image 

acquisition or transmission. Different factors may be responsible for 

introducing noise in the image. The number of pixels corrupted in the 

image will define the quantification of the noise. The principal sources of 

noise in the digital image are: 

 The imaging sensor may be affected by environmental conditions 
during image acquisition. 

 Insufficient light levels and sensor temperature may introduce noise 
in the image.  

 Interference in the transmission channel may also corrupt the image. 

 If dust particles are present on the scanner screen, they can also 
introduce noise in the image.  

                                              

BB..  TTyyppeess  OOff  NNooiisseess  

Noise is to be any degradation in the image signal caused by external 

disturbance [13]. If an image is being sent electronically from one place to 

another via satellite or wireless transmission or through networked cables, 

the expecting errors may be occurred in the image signal. These errors will 

appear on the image output in different ways depending on the type of 

disturbance in the signal [14]. The type of noise and errors in the image 

can be expected as:  

1. Amplifier Noise (Gaussian noise): The standard model of amplifier 

noise is additive, Gaussian, dependent at each pixel and dependent of 

the signal intensity, caused primarily by Johnson–Nyquist noise 

(thermal noise), including that which comes from the reset noise of 

capacitors ("kTC noise"). It is an idealized form of white noise, which 

is caused by random fluctuations in the signal [14]. Amplifier noise is a 

major part of the noise of an image sensor, that is, of the constant noise 

level in dark areas of the image. In Gaussian noise, each pixel in the 

image will be changed from its original value by a (usually) small 

amount. A histogram, the amount of distortion of a pixel value against 
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the frequency with which it occurs, shows a normal distribution of 

noise. While other distributions are possible, the Gaussian (normal) 

distribution is usually a good model, due to the central limit theorem 

that says that the sum of different noises tends to approach a Gaussian 

distribution [15]. 

2. Impulse Noise: Impulse noise is a short duration noise that affects the 

contents of digital images. Impulse noise is normally produced due to 

electromagnetic interference, errors and scratches on recording disks, 

malfunctioning of pixel elements in the camera sensors, faulty memory 

location and erroneous synchronization in digital recording and 

communication equipment [16]. Impulse noise distorts image pixels 

where replacing the original value either by fixed value or random 

value. Two types of impulse noise are fixed value impulse noise and 

random-valued impulse noise. Fixed value impulse noise e.g. Salt and 

pepper noise in which the gray value takes a value of either 255 or 0, 

Random-valued impulse noise, in which noise is dispersed uniformly. It 

may take any value in the dynamic range of [0,255]. It is therefore 

apparent that the original pixel and the random-valued impulse noise 

have the same range of values. Random valued impulse noise is 

difficult to remove [17]. 

In salt and pepper noise model, there are only two possible values ̒ a ̓ 

and ̒ b ̓ .The probability of getting each of them is less than 0.1 (else, 

the noise would greatly dominate the image). For 8 bit/pixel image, the 

intensity value for pepper noise typically found nearer to 0 and for salt 

noise it is near to 255. Salt and pepper noise is a generalized form of 

noise typically seen in images [2]. In image criteria the noise itself 

represents as randomly occurring white and black pixels. An effective 

noise reduction algorithm for this type of noise involves the usage of a 

median filter, morphological filter [18]. 

3. Multiplicative Noise (Speckle noise): This kind of noise is also called 

as the speckled noise. This noise gives a ‘magnified’ view of the 

original image. For example, when this noise is applied to high pixel 

intensities or bright area in an image, a higher random variation will be 

observed. On the other hand, when this noise is applied to a darker 

region in the image, the random variation observed is not that much as 

compared to that observed in the brighter areas. Thus, this type of noise 

is signal dependent and distorts the image in a big way [11]. 
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Speckle noise is a granular noise. This noise generally degrades 

Synthetic Aperture Radar (SAR) images to large extent. This noise is 

generally caused due to random ups and downs in the signal coming 

back from an object that is smaller than a single image-processing 

element. It is also caused by consistent processing of backscattered 

signals from number of distributed targets. This noise also increases the 

mean gray level of affecting image. This noise creates a lot of difficulty 

in interpreting the image [19]. 

4. Poisson Noise (Shot Noise): The dominant noise in the lighter parts of 

an image from an image sensor is typically that caused by statistical 

quantum fluctuations, that is, variation in the number of photons sensed 

at a given exposure level; this noise is known as photon shot noise. 

Shot noise has a root mean- square value proportional to the square root 

of the image intensity, and the noises at different pixels are independent 

of one another. Shot noise follows a Poisson distribution, which is 

usually not very different from Gaussian. In addition to photon shot 

noise, there can be additional shot noise from the dark leakage current 

in the image sensor; so this noise is known as "dark shot noise" or 

"dark-current shot noise"[15]. 

5. Quantization Noise (Uniform Noise): The Uniform noise caused by 

quantizing the pixels of image to a number of distinct levels is known 

as Quantization noise. It has approximately uniform distribution. In this 

type of noise, the levels of the gray values of the noise are uniformly 

distributed over a specified range. It can be used to create any type of 

noise distribution. This type of noise is mostly used to evaluate the 

performance of image restoration algorithms. This noise provides the 

most neutral or unbiased noise [20]. 

6. Film Grain: The grain of photographic film is a signal-dependent 

noise, related to shot noise. That is, if film grains are uniformly 

distributed (equal number per area), and if each grain has an equal and 

independent probability of developing to a dark silver grain after 

absorbing photons, then the number of such dark grains in an area will 

be random with a binomial distribution. In areas where the probability 

is low, this distribution will be close to the classic Poisson distribution 

of shot noise; nevertheless a simple Gaussian distribution is often used 

as an accurate model [15]. 



Minufiya J. of Electronic Engineering Research (MJEER), Vol. 24, No. 1&2, Jun-July 2015. 
 

____________________________________________________________ 

 

 

 

 

 

 

 

 

 

 

 

 

26 

7. Non-Isotropic Noise: Some noise sources show up with a significant 

orientation in images. For example, image sensors are sometimes 

subjected to row noise or column noise. In film, scratches are an 

example of non-isotropic noise. While cannot completely do away with 

image noise, it can certainly reduce some of it. Corrective filters are yet 

other devices that help in reducing image noise. [15].  

8. Periodic Noise: If the image signal is subjected to a periodic rather 

than a random disturbance, an image corrupted by periodic noise is 

obtained. The effect is of bars over the image [15]. 

 

44..  IIMMAAGGEE  DDEE--NNOOIISSIINNGG    

Image denoising is considered as an important step and is generally done 

prior to processing of an image. It shows the process of recovering a good 

estimate of the original image from a corrupted image without modifying 

the useful structure in the image such as edges, discontinuities and fine 

details [21]. 

Many algorithms have been implemented for denoising and each 

algorithm has its advantages and limitations. Having a good knowledge 

about the noise present in the image will be crucial in selecting a suitable 

denoising algorithm. The significance of the image denoising could be a 

weighty task for medical imaging, satellite image processing, and space 

exploring etc. A wide variety of noise types are present and good number 

of denoise filters have been developed to reduce noise from degraded 

images to enhance image quality by preserving edges. [8]. It has many 

applications in other domains like object recognition, digital 

entertainment, and remote sensing imaging etc. As the number of image 

sensors per unit area increases, camera devices capture the noise with the 

image more often [22]. 

In early times, as the signals handled, the analog, filters were used. 

Gradually digital filters were took place because of their flexibility, low 

cost, programmability, reliability, etc. The design-of digital filters 

involves three basic steps: (1) the specification of the desired properties of 

the system, (2) the approximation of these specifications using a causal 

discrete time system, and (3) the realization of the system using finite 

precision arithmetic [23]. 
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 FFIILLTTEERRIINNGG  TTEECCHHNNIIQQUUEESS  

Filtering in an image processing is a basis function that is used to achieve 

many tasks such as noise reduction, interpolation, and re-sampling. 

Filtering image data is a standard process used in almost all image 

processing systems. The choice of filter is determined by the nature of the 

task performed by filter and behavior and type of the data. Filters are used 

to remove noise from digital image while keeping the details of image 

preserved is a necessary part of image processing [24]. 

A traditional way to remove noise from image data is by using spatial 

filters. Spatial filters are a low pass filter. It can be further classified into 

nonlinear and linear filters. Linear filters, which consist of convolving the 

image with a constant matrix to obtain a linear combination of 

neighborhood values. They have been widely used for noise elimination in 

the presence of additive noise [25], Linear filters are used for generic tasks 

such as image/video contrast improvement, denoising, and sharpening, as 

well as for more object or feature specific tasks such as target matching 

and feature enhancement but it destroy lines and other fine image details 

[2]. Non-linear filters are used to remove the noise without any effort to 

explicitly identify it. These filters often remove noise to a reasonable 

extent but at the cost of blurring images and consequently makes the edges 

in image invisible [8].  

A. Method Used 

Some important turns seen the literature with the common frameworks 

used by these filters. The modifications of the basic frameworks with 

combination of one or two are used in different methods [5].  

The standard median filter (SMF) is a simple nonlinear smoother that can 

suppress noise while retaining sharp sustained changes (edges) in signal 

values. The output of SM filter at a point is the median value of the input 

data inside the window centered at the point [5].But the main drawback of 

this filter is that it is effective only for low noise densities. At high noise 

densities, SMF often exhibit blurring for large window size and 

insufficient noise suppression for small window size [3].When the noise 

level is over 50%, the edge details of the original frame will not be 

preserved by SMF. However, most of the median filters operate uniformly 

and modifies both noise and noise-free pixels, and causes information 
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loss. Ideally, the filtering should be applied only to corrupted pixels not to 

uncorrupted ones [26]. 

One of the branches of median filter is weighted median filter (WMF). It 

was first introduced by Justusson in 1981, and further elaborated by 

Brownrigg. The operations involved in WMF are similar to those of SMF, 

except that WMF has weight associated with each of its filter element. 

These weights correspond to the number of sample duplications for the 

calculation of median value. However, the successfulness of weighted 

median filter in preserving image details is highly dependent on the 

weighting Coefficients and the nature of the input image itself. 

Unfortunately, in practical situations, it is difficult to find the suitable 

weighting coefficients for this filter, and this filter requires high 

computational time when the weights are large [5]. 

In decision based median filter (DBMF), the noisy and noise-free pixels in 

the image are detected by checking the pixel values against the maximum 

and minimum values which are in the dynamic range (0, 255) .If the pixel 

being currently processed has a value within the minimum and maximum 

values in the currently processed window, then it is a noise-free pixel and 

no modification is made to that pixel. If the value doesn't within the range, 

then it is a noisy pixel and will be replaced by either the median pixel 

value or by the mean of the neighboring processed pixels (if the median 

itself is noisy) which ensure a smooth transition among the pixels [27].  

In untrimmed decision based median filter (UDBMF), the selected 3 x 3 

window elements are arranged in either increased or decreased order .This 

filter is called trimmed median filter because the pixel values 0’s and 

255’s are removed from the selected window, then the median value of the 

remaining pixels is taken in consideration. This median value is used to 

replace the noisy pixel. The processing pixel is checked whether it is noisy 

or noise free. That is, if the processing pixel lies between maximum and 

minimum gray level values then it is noise free pixel, it is left unchanged. 

If the processing pixel takes the maximum or minimum gray level then it 

is noisy pixel which is processed by UDBMF [28, 29]. 

B. Performance Measures 

To assess the performance of the proposed filters for removal of impulse 

noise and to evaluate their comparative performance, different standard 
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calculated parameters have been used [11, 20, 25–30]. These are defined 

as follows: 

1) Mean Squared Error (MSE): It is computed pixel-by- pixel by adding 

up the squared difference between the uncorrupted (original) image s(i , 

j) and the restored image    r ( i, j) and dividing by the total pixel count. 

It is defined as: 

 

                                                                                                                  (1) 

 

Where, m × n is image size; the minimum value of MSE reflects   the 

better visual. 

2) Peak Signal to Noise Ratio (PSNR): is the ratio between the maximum 

pixel value of an image and the mean square error.  It is measured in 

decibel (dB) and for gray scale image it is defined as: 

 

                                                                                                                 (2) 

 

The higher the value of the PSNR in the restored image, the better is its 

quality. 

3) Image Enhancement Factor (IEF): is a measure of Image quality, and 

is defined as: 

                                                                                                                (3)  

 

Where ),( ji  is the pixel value of the corrupted image, r (i, j) and s (i, j) 

are the pixel values of the restored and the original images respectively. 

The higher the value of IEF reflects the better visual, and restoration 

performance. 

4) Mean Absolute Error (MAE): is a quantity used to measure how close 

the restored image are to the original, and it is defined as: 

             

                                                                                                     (4) 
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Where, r (i, j) and s (i, j) are the pixel values of the restored and the 

original images respectively at the location (i, j).The minimum value of 

MAE reflects the better visual. 

5) Correlation ratio  (CORR): measures the degree to which two images 

vary together or oppositely and taking values from 0.0 to 1 .0 and it is 

defined as: 

 

          

                                                                                                      (5) 

 

Where xi is the intensity of the i
th

 pixel in the original image, yi is the 

intensity of the i
th

 pixel in the restored image, xm is the mean intensity of 

the original image, and ym is the mean intensity of the restored image.  The 

value of CORR, which gets close to 1.0 reflects the better visual 

impression. 

 

55..  PPRROOPPOOSSEEDD    MMEETTHHOODDOOLLOOGGYY  

A. Implementation for Video  restoration Sequence: 

The video sequence is first converted into frames and frames into images; 

impulsive noise (salt and pepper) was added at different levels of noise 

densities ranging from 5% up to 90% of salt and pepper to images. 

Specific filters were applied to the noisy images. After the filtering 

process was done the frames are converted back as a restored movie. Fig.2 

shows the process flow. 

1) Video to Frames: The video sequence (silent film) is converted into 

AVI format, and then frames are extracted from the Video.  

2) Frames to Images: Frames are then converted into JPEG images for 

further processing. 

3) Noise Addition: Add salt and pepper noise to images to become 

noisy images and then pass it through the Filtering process to 

remove the Impulse noise presented. 

4) Filtering: The impulse noise from the noisy images is removed 

using the filters which are used. 
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5) Frames to video: After removal of impulse noise from all noisy 

images, the frames are converted back into video as a restored data 

at 15 f/s rate. 

 

    

Fig.2. Block Diagram for restore processing of video Sequence. 

 

 

B. The proposed algorithm 

The proposed algorithm can be described in the following: read input 

video, then convert it to frames then, to images, an impulse noise were 

added with different levels of noise densities beginning with 5% up to 

90% of salt and pepper. After having noisy image; different nonlinear 

filters were applied as SMF, WMF, DBMF and UDBMF, then a 

quantitative and qualitative parameters as MSE, MAE, IEF, PSNR, and 

CORR are calculated for each filter for comparison. Finally convert back 

the frames to video format in order to satisfy the discernible concept as a 

visual impression. Fig.3 illustrates the flow chart of the computerized 

program that used to satisfy the proposed restoration algorithm. 

 

66..  SSIIMMUULLAATTIIOONN  RREESSUULLTTSS  &&  DDIISSCCUUSSSSIIOONNSS  

To validate the suggested methodology, a silent film in AVI format is used 

in the simulation at different levels of noise densities. The proposed 

algorithm has been implemented using five programs that designed under 
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MATLAB 7.10.0.499 (R2010a); as a language of technical computing. 

The performance of the proposed algorithm is evaluated with comparable 

study for various standard filters as: SMF, WMF, DBMF, and UDBMF. 

Figures (4-9) give the used noisy frames and the restored frames. The 

comparison was done in terms of MSE (1), PSNR (2), IEF (3), MAE (4), 

and CORR (5); where the results are illustrated in Fig.10. 

 

Fig.3. Flowchart of the proposed algorithm 
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Fig.4. Results for 10% noise corrupted a selected first frame from silent film 

sequence. (a) Original frame, (b) Noisy frame, (c) WMF outputs, (d) SMF 

outputs, (e) DBMF outputs, and (f) shows the outputs of UDBMF. 

 

 

Fig.5. Results for 20% noise corrupted a selected first frame from silent film 

sequence. (a) Original frame, (b) Noisy frame, ((c) WMF outputs, (d) SMF 

outputs, (e) DBMF outputs, and (f) Shows the outputs of UDBMF. 
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Fig.6. Results for 30% noise corrupted a selected first frame from silent film 

sequence. (a) Original frame, (b) Noisy frame, (c) WMF outputs, (d) SMF 

outputs, (e) DBMF outputs, and (f) Shows the outputs of UDBMF. 

 

 

Fig.7. Results for 50% noise corrupted a selected first frame from silent film 

sequence. (a) Original frame, (b) Noisy frame, (c) WMF outputs, (d) SMF 

outputs, (e) DBMF outputs, and (f) shows the outputs of UDBMF. 
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Fig.8. Results for 70% noise corrupted a selected first frame from silent film 

sequence. (a) Original frame, (b) Noisy frame, (c) WMF outputs, (d) SMF 

outputs, (e) DBMF outputs, and (f) Shows the outputs of UDBMF. 

 

Fig.9. Results for 90% noise corrupted a selected first frame from silent film 

sequence. (a) Original frame, (b) Noisy frame, (c) WMF outputs, (d) SMF 

outputs, (e) DBMF outputs, and (f) Shows the outputs of UDBMF. 
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(a) MSE 

 

                                                                             
(b) MAE 

                        

 

(c) IEF 
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                                               (d) PSNR 

 

 
 

(e) Correlation ratio for old video sequence at different noise densities. 

 

Fig.10.   Comparison graphs and results 

From Fig.10, it can be seen that (SMF, and WMF) filters didn't give better 

results when they are compared with (DBMF-UDBMF) filters at different 

noise densities from (5% to 90%).The results of DBMF and UDBMF give 

lower (MSE, MAE), and higher (PSNR, IEF, CORR). It can be indicated 

that the performance of the DBM filter is superior to the other filters for 

MSE, PSNR, IEF, CORR from (5% to 90%), and MAE from (70% to 

90%). The UDBM filter is superior to the other filters at MAE values (5% 

to 60%). 
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77..  CCOONNCCLLUUSSIIOONN  

In this work, filters have been used as a tool for removing low and high 

density salt and pepper noise with edge preservation in silent film. As a 

visual sense: For low noise density up to 30%, all filters give well visual 

impression in removing the salt and pepper noise. For noise densities 

above 40%, bad impressions are given by some existing filters such as 

SMF and WMF; while other filters as DBMF and UDBMF are able to 

suppress high density of impulse noise but they produce streaking effect 

for noise densities above 70%. 

Related to comparable calculated parameters; DBMF and UDBMF give 

higher values for PSNR, IEF, and CORR. The lower values for MSE and 

MAE were satisfied when using DBMF and UDBMF. Both visual and 

quantitative results are demonstrated that the DBM, UDBM filters are 

effective for salt and pepper noise removal from gray video frames at high 

noise densities. 

 

88..  FFUUTTUURREE  SSCCOOPPEE  

Hybrid filtering approach as restoration techniques can be considered and 

applied in further transformed domain to incorporate with the proposed 

algorithm to improve the comparative study. 

The comparative study can be further extended by including more noise 

types and more parameters like entropy and structure Similarity Index to 

validate the filtering performance. 
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=================================== 

 

ضة  ذات الكثافة  العالية  فى الأفلام   إزالة الضوضاء   الصامتة  المعرَّ

يةللخطر باستخدام المرشحات اللاخط    
 

إن فقد وتشويه الأفلام الطويلةِ فى عصر الأفلامِ الصامتِ تشكل قلقاً بالغاً فى 

. لذلك كان التوجه الأول لمكتبةِ توثيق وحفظ السجل الثقافى لكثير من الأمم

جرس أنْ يدَْعمَ مشاريعَ بحوث أرشيفية تستعُيدُ الأفلامَ الأمريكية التى أنُتجِتْ الكون

أثناء القرون التاسعة عشرةِ والعشرون. تعتبر إزالة الضوضاءِ من الإجراءات 

 الهامة عند استعادةِ الفديو التالف بحيث يمكن استرداد الفديو الأصلي. 

ض الخوارزمياتِ التى يمكن أن تستخدم يهدف هذا العمل لتقَديم نظرة عامّة لبعَْ 

لإستعادة الفيديو التالف. هذه الخوارزمياتِ هى المُرشِح المتوسط غيرَ المضعف 

والمُرشِح المتوسطِ  ˛والمُرشِح المستند على المتوسط والمُرشِح المتوسط ذو الوزن

 العادى. 

لفةِ من الضوضاءِ تم عمل مقارنة بين آداء كُلّ المرشحات عند مستويات مخت

الخطأ  ˛استناداً على بعض البارامتراتَ المحسوبة مثل: خطأ المربعّ المتوسط
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أكبر نسبة بين الإشارة إلى الشوشرة  ˛معامل تحسين الصورةِ  ˛المُطلق المتوسط

 ونسبة الإرتباط . 

على تشُيرُ نتائجُِ المحاكاةِ إلى أن مرشِح المتوسط غيرَ المضعف والمرشِح المستند 

 المتوسط يعطيا آداءً متفوّقاً مقارنةً بالمرشحاتِ اللاخطيّةِ الأخرى عند مستويات

. كما أمكن الإحتفاظ بالتفاصيل الضرورية فى للضوضاءِ فى حدود تسعون بالمائة

 الفيلم. 
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AAbbssttrraacctt  

Alzheimer's disease is the most common type of dementia which 
has no cure nor imaging test for it. Diagnosis of the Alzheimer’s 
disease (AD) still a challenge and difficult. An early diagnosis for 
Alzheimer’s disease is very important to delay the progression of it. 
This paper extract and analyze various important statistical 
features of MRI brain medical images to provide better analysis to 
discriminate among the different types of tissue and diagnose of 
AD. These statistical features had been used for detection of the 
abnormalities among different demented and non-demented MRI 
AD images. Also, it investigates and builds up an efficient 
Computer Aided Diagnosis (CAD) system for AD to assist the 
medical doctors to easily diagnose the disease. Statistical, 
structural, and textural features had been calculated for different 
images and classified using the SVM classifier. In addition, this 
paper proposes an algorithm to improve the performance of the 
CAD system. The performance of the CAD system based on 
statistical analysis and the proposed algorithm had been measured 
using different metric parameters. The obtained results indicate 
that the accuracy improved from 49% without using the proposed 
algorithm to 100% using the proposed algorithm. 

 

11..  IInnttrroodduuccttiioonn  

Alzheimer’s disease is a degenerative brain disease and the most common 

cause of dementia. The most common initial symptom is a gradually 



Minufiya J. of Electronic Engineering Research (MJEER), Vol. 24, No. 1&2, Jan-July 2015. 
 

____________________________________________________________ 

 

 

 

 

 

 

 

 

 

 

 

 

44 

worsening ability to remember new information, planning or solving 

problems, completing familiar tasks at home or work, Confusion with time 

or place, and problems with words in speaking or writing. Alzheimer’s 

disease is a progressive disease, which means that it gets worse over time 

[1, 2]. There is no cure, specific blood or imaging test for Alzheimer's 

disease. However, some drugs are available which may help slow the 

progression of Alzheimer's symptoms for a limited time. Diagnosis of the 

Alzheimer’s disease (AD) still a challenge and difficult, especially in the 

early stages. The early detection will be key to prevent, slow and stop 

Alzheimer’s disease. The last 10 years have seen a tremendous growth in 

research on early detection [3]. 

There are different previous algorithms had been proposed for early 

diagnosis of the AD. In [3], the Fisher discriminant ratio (FDR) and 

nonnegative matrix factorization (NMF) for feature selection and 

extraction of the most relevant features then support vector machines 

(SVM) classifier had been used. In [4], it presents a CAD system for early 

diagnosis of AD which consists of three stages: voxel selection using 

Mann–Whitney–Wilcoxon U-Test, feature extraction using Factor 

Analysis, and Linear SVM classifier had been used. In [5] an early 

diagnosis CAD system based on voxel selection using association rule 

(AR) had been presented. Then feature extraction step is defined using 

principal component analysis (PCA) and partial least squares (PLS) 

techniques and classification is performed using SVM. 

Statistical analysis method is one of the important methods for feature 

extraction in digital images. There are different previous algorithms that 

depends on extracting statistical, textural, and structural features from 

digital images in different application [6 – 11].  

This paper examine the statistical analysis of individual frames of the 3D 

MRI for AD based on extracting a texture and analytical features of the 

images database from OASIS data set [12, 13]. The rest of this paper is 

organized as follows: Section 2 discusses the statistical methods of feature 

extraction. Section 3 discussed the proposed algorithm and SVM 

classifier. Section 4 introduces the performance evaluation metric 

parameters. Section 5 presents the database, experimental results and 

analysis. Result discussion given in section 6 and finally the conclusion 

and references.  
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22..  SSttaattiissttiiccaall  FFeeaattuurree  EExxttrraaccttiioonn  

Feature extraction is a special form of dimensionally reduction. Feature 

extraction is a general term for methods for construction combination of 

the variables but still describes the data sufficiently accurately which may 

be useful for image classification. Medical images of different categories 

can be distinguished via their homogeneousness or feature characteristics. 

There are different types of features that can be extracted from the images, 

which are divided into statistical, structural and textural features. 

22..11  SSttaattiissttiiccaall  FFeeaattuurreess  

Statistical features are defined as the distribution of the gray level in the 

pixels of an image. The gray scale is a black (0) and white (255) image at 

any given focus of pixel. That means an image is composed of an array of 

pixels of varying intensity across the image, the intensity corresponding to 

the level of grayness from black to white at any point in the image. 

Statistical features is classified into first-order, second-order and high 

order statistics. Here, the first-order statistics will be used which describe 

the distribution of pixel intensities in the image through commonly used 

and basic metrics. Different first order statistical features had been 

extracted such as pixel count, Energy, Entropy, Mean Absolute Deviation 

(MAD), Root mean square (RMS), Standard Deviation, Skewness, 

Kurtosis, Variance, and Uniformity. The detailed definition and 

mathematical formulations of these features are given in [15-16]. 

22..22  SShhaappee,,  GGeeoommeettrriicc  aanndd  SSttrruuccttuurraall  FFeeaattuurreess  

These features describes the shape and size of the Region of Interest 

(ROI). There are different features in the shape and geometric features but 

only the compacteness1 had been measured in this work. The 

compactness1 definition and mathematical expression equation are given 

in [15 – 16]. 

22..33  TTeexxttuurraall  FFeeaattuurreess  

The previous statistical features provide information related to the gray-

level distribution of the image; but they do not provide any information 

about the relative position of the different gray levels over the image. 
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Textural features describes patterns or the spatial distribution of voxel 

intensities, which were calculated from respectively gray level co-

occurrence (GLCM) and gray level run-length (GLRLM) texture matrices. 

Determining texture matrix representations requires the pixel intensity 

values which were therefore resampled into equally spaced bins. This 

discretization step not only reduces image noise, but also normalizes 

intensities across all patients, allowing for a direct comparison of all 

calculated textural features between patients [15-16]. 

a) Gray-Level Co-Occurrence Matrix (GLCM) based features 

A GLCM is defined as P (i, j; ,), a matrix with size (Ng X Ng) 

describing the second-order joint probability function of an image, where 

the (i, j)
th

 element represents the number of times the combination of 

intensity levels i and j occur in two pixels in the image, that are separated 

by a distance of  pixels in direction , and Ng is the number of discrete 

gray level intensities. There are different Gray-Level Co-Occurrence 

matrix based features in the textural features had been extracted and 

measured in this work such as Autocorrelation, Cluster Prominence, 

Cluster Shade, Cluster Tendency, Dissimilarity, Homogeneity2, and 

Inverse Different Moment Normalized (IDMN). The definition of these 

features and mathematical equations are presented in details in [15 – 16]. 

b) Gray-Level Run-Length matrix (GLRL) based features  

Run length metrics quantify gray level runs in an image. A gray level run is 

defined as the length in number of pixels, of consecutive pixels that have the 

same gray level value. In a gray level run length matrix p(i,j |) , the (i,j) th 

element describes the number of times (j) a gray level (i) appears 

consecutively in the direction specified by , and Ng is the number of discrete 

gray level intensities. There are different Gray-Level Run-Length matrix 

based features in the textural features had been extracted and measured in this 

work such as Short Run Emphasis (SRE), Long Run Emphasis (LRE), Gray 

Level Non-Uniformity (GLN), Run Length Non-Uniformity (RLN), Run 

Percentage (RP), Low Gray Level Run Emphasis (LGLRE), High Gray Level 

Run Emphasis (HGLRE), Short Run Low Gray Level Emphasis (SRLGLE), 

Short Run High Gray Level Emphasis (SRHGLE) Long Run Low Gray Level 

Emphasis (LRLGLE) and Long Run High Gray Level Emphasis (LRHGLE). 

The definitions and mathematical formulations for all these features are given 
in details in [15 – 16]. 
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33..  TThhee  pprrooppoosseedd  FFeeaattuurree  EExxttrraaccttiioonn  AAllggoorriitthhmm  

The proposed Algorithm steps illustrated in Fig.1 are summarized as 

following: 

1- Preprocessing and Normalization for the input images. 

2- 2D image to 1D vector array conversion. 

3- Proposed feature Reduction and Extraction method. 

4- Cross-validation  

5- Feature matching or Classification process using SVM.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 The proposed Alzheimer’s disease algorithm. 

 
 

3.1 Preprocessing and Normalization 

The MRI images must be first preprocessed and normalized by using 

Statistical Parametric Maps (SPM) [17] and Voxel based morphometric 

(VBM) [18]. VBM is preferable for large-scale neuro-morphologic 

change. VBM of MRI data has spatially normalizing all the images to the 

same space, then extracting the gray matter from the normalized images, 

smoothing, and finally performing a statistical analysis to find the 

3-D Input Images 

Preprocessing and Normalization 

Conversio

n 

3D or 2D image to 1D vector  

Proposed Feature Reduction and Extraction 

method 
Extracted Features 

Cross-Validation  

Classification using SVM 

Feature Matching in 5 folds 
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differences among the groups [19]. The dimensionality of the images 

before preprocessing was (176 X 208 X 176 = 6443008) pixels and after 

preprocessing and normalization steps, the dimensions of the images 

reduced to (121 X 145 X 121 =2122945) pixels size.  

 

3.2 Image to vector Conversion 

The 3D images converted to 2D images by taking individual frames from 

it then converted to 1D vector array using the mathematical reshape 

function [20] before applying the proposed feature reduction and 

extraction steps.  

 

3.3 Proposed Feature Reduction and Extraction  

Now, number of features for each image of the 15 selected images are 

equal to 2122945 pixels after the images had been converted from 3D to 

1D and the intensity level of each pixel had been used to differentiate 

among the pixels. When 2D images had been used, which means that 

using the (x-y) plane from the 3D images. The number of pixels was 

17545 pixels per image. This is very large dimensionality for each image 

for 2D (17545 pixels) which need very large memory size and more 

processing time. The proposed feature reduction method had been used to 

minimize this large dimensionality. This method based on removing the 

pixels which have the same intensity level value in all images and keeping 

the other features. After this step, the number of pixels at each 2D images 

reduced to 8236 pixels per image. 

Number of pixels in each image is still very high. Feature extraction 

method reduces this dimensionality by extracting the most significant 

features and neglecting unnecessary features to increase the classifier 

performance. The proposed feature extraction algorithm is summarized in 

the following steps: 

Step1: Divide the subjects into two classes, the first class includes 

the images of demented (patient or positive) subjects and the 

other contains the images of nondemented (Normal or 

negative) subjects. 
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Step2: Maximize class seperability, by calculating the mean of each 

class that µ1 is the mean of first class and µ2 is the mean of the 

second class. 

                        (1)            

Where, (n) is number of images in first class and xi represents each image 

in the first class. µ1 is repeated for each feature in the first class. 

                                    (2)           

Where (m) is number of images in second class and xj represents each 

image in the second class. µ2 is repeated for each feature in the first class. 

Step 3: Calculate standard deviation  for the first class and (  for 

the second class. 

                                                                 (3)       

Where, , , n and  for the first class  

                                                                 (4) 

Where, , , m and  for the second class   

Step 4: Maximize the difference between the means of the two classes by 

making absolute difference between the means of each feature of 

the two classes and divide the result by the multiplication of the 

standard deviation of the each feature of the two classes. 

                                           (5) 

So, w is the maximum difference between the two classes, µ1 and µ2 are 

the means and σ1 and σ2 are the standard deviation of first and second 

class respectively.  

Step 5: w is calculated in percent for each feature to understand how much 

information each feature has. 

                                                         (6)      

 i=1, 2, …. N features                      
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Where, wpercent is calculated for each feature in all images, and  is the 

summation of all features. Then, w is sorted in descending to sort the 

features that have high information in the first. Selecting the higher 

ordered features with higher information will give higher classifier 

performance with smaller number of features. 

 

3.4 Cross Validation 

The cross validation step is very important to validate the performance of 

a learning algorithm. Cross validation is used to rate the performance of 

the classifier by splitting the full dataset into a training set and a testing 

set. The classifier is trained using the training set, and then trained model 

is tested by the test set. K-fold cross-validation is one of the most common 

method which works by dividing the dataset into K equal size subsets. For 

each validation, K-1 folds are trained and the remaining fold is used for 

testing. The procedure will loop K times. At each iteration, a different 

subset will be chosen as the new testing set. This ensures all the samples 

will be including in the testing set one time at least. If K equal to the size 

of the training set, so at each validation run, just one sample will be left 

out, hence it is called the leave-one-out cross-validation (loocv) [21, 22]. 

In the proposed algorithm, the database is about 15 samples and a cross-

validation is done using 5-fold by randomly choosing, then training with 4 

folds and test with the last one. This loop will be repeated 5 times. The 

results is shown in result section. 

 

3.5 Classification using Support Vector Machine (SVM) 

Support Vector Machine is used as a classifier and it has gained in 

popularity in recent years because of its superior performance in practical 

applications, mostly in the field of bioinformatics. A two-class support 

vector machine (SVM) classifier aims to do a hyperplane which 

maximizes the distance between the closest points on either side of the 

boundary, this distance called the margin. These points are known as the 

support vectors, and their role in the construction of a maximum-margin 

hyperplane. For more details see [23]. 
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44..  PPeerrffoorrmmaannccee  EEvvaalluuaattiioonn  MMeettrriicc  PPaarraammeetteerrss  

This section presents the metric parameters which will be used for 

measuring the performance of the classifier. To test the results the true 

positive, true negative, false positive and false negative which they are 

defined as [24, 25]: 

 True Positive (TP): positive (patient) samples correctly classified 

as positive (patient). 

 False Positive (FP): negative (normal) samples incorrectly 

classified as positive (patient). 

 True Negative (TN): negative (normal) samples correctly classified 

as negative (normal). 

 False Negative (FN): positive (patient) samples incorrectly 

classified as negative (normal). 

The metric parameters that will be used to measure the performance of the 

proposed algorithm are [24, 25]: 

1- The Sensitivity (SEN):  which is also named as (Recall) or True 

Positive Rate (TPR) defined as: 

                                                    (7) 

2- The Specificity (SPE): which is also known as (True Negative 

Rate (TNR)) is defined as: 

                                            (8) 

3- The Accuracy (ACC): which is defined as: 

                                (9) 

4- Matthews correlation coefficient (MCC):  Which is calculate by: 

           (10) 

 

55..  SSttaattiissttiiccaall  FFeeaattuurree  EExxttrraaccttiioonn  RReessuullttss  

Various statistical, structural, and textural features had been examined for 

different 15 Alzheimer’s MRI samples (5 for Normal subjects, 5 for very 

mild subjects, and 5 for mild subjects). 
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5.1 Materials and Database 

The dataset that has been used for this study is the Open Access Series of 

Imaging Studies (OASIS) database [12, 13]. OASIS database used to 

determine the sequence of events that happened in the progression of AD. 

The database consists of a cross-sectional collection of 416 subjects aged 

between 33 to 96 years. The subjects include normal subjects that has no 

disease (no dementia) with Clinical Dementia Rating (CDR) of 0, subjects 

have been diagnosed with very mild AD (CDR=0.5), subjects are 

diagnosed with mild AD (CDR=1) and subjects with moderate AD 

(CDR=2).  

The subjects include both men and women. More women than men have 

Alzheimer’s disease and other dementias. Almost two-thirds of 

Alzheimer’s are women. Based on estimates from ADAMS, among people 

age 71 and older, 16% of women have Alzheimer’s disease and other 

dementias compared with 11% of men. The reason why more women than 

men have Alzheimer’s disease is the fact that women live longer than men 

on average, and older age is the greatest risk factor for Alzheimer’s. It is 

also found that there is no significant difference between men and women 

in the proportion who develop Alzheimer’s or other dementias at any 

given age [1].  

In this study, T1-weighted MR volumes of 5 normal subjects for 5 AD 

patients diagnosed with “very mild AD” and 5 AD patients diagnosed with 

“mild AD” are examined. All subjects are 3D MRI scans and represented 

in a three planes (X-Y, Y-Z, and X-Z planes) as shown in Fig. 2 which 

illustrates two subjects, the first one is normal subject as shown in Fig.2 

(a). The second subject is for AD patients diagnosed with “mild AD” is 

depicted in Fig.2 (b). Each subject is represented by 3 planes or views. 

The first plane is represented as a line in the middle in the second and 

third plane, the second plane is represented as a line in the middle in the 

first and third plane, and the third plane is represented as a line in the 

middle in the second and third plane. 

The subjects were randomly chosen to cover an old ages, with different 

ranges of MMSE. The female subjects is more than the male because of 

that the female is more susceptible to AD than males because the females 

are older age as denoted before. Table I summarizes important clinical and 

demographic information for each group. 
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(a) Non-demented (normal) subject           (b) Demented (patient) subject 

Fig. 2: The three planes of non-demented and demented images [10, 11]. 

TABLE I. Summary of subject demographics and dementia status 

 

There are some characteristics of the 3D images as compared to 2D 

images presented as following [14]: 

a) Amounts of data: 

As compared with 2D images, 3D images represent massive amounts 

of data. A single X-ray CT image, for example, may be 512×512×512 

bytes, while images from tissue sample microscopy may be as large as 

3000×2000×500 bytes. This has huge effects on all aspects of the image 

processing system. 

 

b) Properties of image geometry 

Several properties arise in 3D images that did not exist in 2D images. 

Typical examples include the existence of knots, links, and holes. The 

topological characteristics of figures are extremely complex. The design 
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and evaluation of related algorithms like axis (surface) thinning, edge 

tracing, etc., becomes more difficult. 

 

c) Diversity of density values 

The physical meaning of density values is not limited to image 

subjects and their recordings, but will vary greatly according to the space 

they are contained in and the measurement (imaging) technologies used, 

even when the same subject is being treated. The characteristics and 

content of detected edges, outlines, high density areas, etc., will be very 

different. 

 

5.2 Statistical features extraction for different planes of AD images 

A comparison study had been presented to differentiate among normal, 

very mild AD, and mild AD. The statistical features are voxel count, 

energy, entropy, mean deviation, root mean square, standard deviation, 

skewness, kurtosis, variance, and uniformity. The structural feature is 

compacteness1. The textural features are auto-correlation, cluster 

prominence, cluster shade, cluster tendency, dissimilarity, homogeneity2, 

IDMN, SRE, LRE, GLN, RLN, RP, LGLRE, HGLRE, SRLGLE, 

SRHGLE, LRLGLE, and LRHGLE. In this section, three different stages 

of AD had been examined using the previous statistical features. These 

stages are: 

a) Stage 1: No Impairment (normal subject): This stage means that the 

person does not suffer any memory problems. An interview with a 

medical professional does not show any evidence of symptoms of 

dementia. 

b) Stage 2: Very mild cognitive decline: This stage may be earliest signs 

of Alzheimer's disease. The person may feel as if he or she is having 

memory lapses, forgetting familiar words or the location of everyday 

objects. But no symptoms of dementia can be detected during a 

medical examination or by friends, family or co-workers. 

c) Stage 3: Mild cognitive decline: This is an early-stage Alzheimer's 

can be diagnosed in some, but not all, individuals with these 

symptoms. Friends, family or co-workers begin to notice difficulties. 

During a detailed medical interview, doctors may be able to detect 

problems in memory or concentration. 

The statistical features had been measured for 3 images, each image 

represents one stage. The first one for the stage 1, the second image for 

stage 2, and the third image for stage 3.  
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Table II summarize the obtained results of the statistical features 

associated with the X-Y plane of the three images. The first column 

represents the statistical features for an image in stage 1 (normal), the 

second column shows the obtained results for an image in stage 2 (very 

mild AD). Also, the third column gives the results for the third stage (mild 

AD) image. 

Table II. The statistical features for the X-Y plane of the three images in the three stages 
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Table III gives the obtained statistical features for the X-Z plane of the 

three different stages (normal stage, very mild AD stage and mild AD 

stage respectively). 

Table III. The statistical features for the X-Z plane of the three images in the three stages 
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Table IV presents the statistical features for the Y-Z plan. A three images 

had been used. Each image used for one stage of normal, very mild AD 

and mild AD. Each image is represented in one column.  

Table IV. The statistical features for the Y-Z plan of the three images in the three stages 
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66..  EExxppeerriimmeennttaall  RReessuullttss  

In this section, a three different experiments had been presented. The first, 

the statistical features had been fed out to the SVM. The second 

experiment, applying the extracted statistical features to the proposed 

algorithm before the SVM. The last experiment, apply the proposed 

algorithm on (X-Y) plane for intensity level of the pixels before SVM. 

66..11  MMeettrriicc  ppaarraammeetteerrss  eevvaalluuaattiioonn  rreessuullttss  ffoorr  tthhee  SSttaattiissttiiccaall  

ffeeaattuurreess  

Classification for the statistical features is examined using SVM classifier 

to calculate the metric parameters. These statistical features had been used 

as the input to the classifier as shown in Fig.3. 

 

Fig. 3 classifying statistical features from one plane 

The features of the X-Y plane had been used for 15 images to classify 

these images to normal or patient. X-Y plane had been chosen because the 

values of the features have some difference among classes than the other 

planes. Figure 4 and Table V give the obtained values of metric 

parameters of the classifier for the statistical features. 

 

Fig. 4 The metric parameters of the classifier using the statistical features 
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The features of the X-Y plane had been used for 15 images to classify 

these images to normal or patient. X-Y plane had been chosen because the 

values of the features have some difference among classes than the other 

planes. Figure 4 and Table V give the obtained values of metric 

parameters of the classifier for the statistical features. 

Table V. The metric parameters of the classifier using the statistical features 

 

The obtained results depicted in Fig. 4 conclude that the accuracy (ACC) 

has a maximum value about 49%. 

66..22  MMeettrriicc  ppaarraammeetteerrss  eevvaalluuaattiioonn  rreessuullttss  ffoorr  tthhee  pprrooppoosseedd  

aallggoorriitthhmm  uussiinngg  tthhee  ssttaattiissttiiccaall  ffeeaattuurreess    

The proposed Algorithm had been applied as a preprocessing step before 

classification for these features as illustrated in Fig.5. 

 

Fig. 5 statistical feature extraction using the proposed algorithm 

The proposed algorithm is applied to the statistical features. A 15 images 

had been used to classify each one into normal or patient classes using the 

SVM classifier. Figure 6 and Table VI present the calculated values of 
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metric parameters of the classifier for the statistical features and the 

proposed algorithm. 

Table VI. The metric parameters of the classifier using the statistical features and 

proposed Algorithm 

 

 

Fig.6 The metric parameters of the classifier using the statistical features and 

proposed Algorithm 
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66..33  MMeettrriicc  ppaarraammeetteerrss  eevvaalluuaattiioonn  rreessuullttss  ffoorr  tthhee  pprrooppoosseedd  

aallggoorriitthhmm  uussiinngg  iinntteennssiittyy  ((ggrraayy))  lleevveell  ooff  ppiixxeellss  

The proposed Algorithm had been applied to the 2D images by using the 

intensity (gray) level. Each image dimensionality was 121X145 pixels 

(17545 pixels). Next, the proposed feature reduction step had been applied 

which reduces the number of pixels to 8236 pixels. Then, the proposed 

feature extraction step had been applied to sort the features. Next, cross 

validation is applied to divide the 15 images into 5 folds. Finally, the loop 

of five times had been applied to train the SVM with 4 folds and test with 

the fifth. Figure 7 and Table VII illustrate the measured values of metric 

parameters of the classifier using the proposed algorithm for 2D images 

using intensity (gray) level of the pixels. 

 

Fig. 7 The metric parameters of the classifier using the proposed Algorithm on 2D 

intensity (gray) level of pixels 

The obtained results presented in Table VII and illustrated in Fig.7 

indicate that the values of the accuracy (ACC) improved to 100% using 

the proposed algorithm for the intensity (gray) level of the pixels using 

number of extracted features equal to 500 features. A comparison study 

had been done among previous works and the proposed algorithm given in 

this paper. This comparison study had been presented in Table VIII. 
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Table VII. The metric parameters of the classifier using the proposed Algorithm on 2D 

intensity (gray) level of pixels 

 

Table VIII. Comparison study among previous work and proposed algorithm. 

 

77..  RReessuulltt  ddiissccuussssiioonn  

The obtained results given in tables II, III and IV, present the different 

extracted features from normal, very mild and mild MRI images. The 

features had been extracted from the images planes (X-Y, X-Z, and Y-Z). 

The number of pixels used for calculation was very high this leads to large 

values for each feature as indicated in these tables. Studying the obtained 

results for the three different types of the statistical, structural and textural 

features indicate that the values of these different extracted features for 

normal, very mild and mild stages may help the medical doctors to 

diagnose the Alzheimer’s disease. The SVM classifier had been used to 

classify the images into two classes (normal and patient) and the evaluated 

accuracy value is about 49%. The proposed algorithm had been applied to 

the statistical features then performing the classification. In this case, the 

results of the accuracy value improved to 60%. The proposed algorithm 
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had been applied to the 2D images with only intensity level of the images 

and the measured value of the accuracy improved to 100% using number 

of extracted features equal to 500 features. A comparison study had been 

done among previous works and the proposed algorithm. The obtained 

results given in Table VIII indicates that, in [3] the accuracy value is about 

92% while in [4] the value of the accuracy is about 94% using 3000 

features. The accuracy value using the proposed algorithm improved to 

100%. 

 

88..  CCoonncclluussiioonn  

The statistical analysis of MRI images of AD had been presented in this 

paper. Different important statistical, structural and textural features that 

had been extracted from different AD MRI images (normal, very mild AD 

and mild AD). The 3D images had been analyzed in three planes and the 

features had been extracted from each plane. These extracted features may 

help to diagnosis the Alzheimer’s disease. The classification of these 

extracted features had been done using SVM. The proposed algorithm 

applied to these extracted features before classification. The proposed 

algorithm had been applied to the 2D images for the intensity level. The 

calculated metric parameters values were 100% with number of extracted 

features equal to 500 features. The trends of this paper for the Alzheimer’s 

disease is to build up a Computer Aided Diagnosis (CAD) system to assist 

the medical doctors to easly diagnosis AD without the need to ask about 

the symptoms, do physical examinations, check neurological functions, or 

ask about blood tests and urine samples 
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 ملخـــص البحـــث
 

  التحليـــل الإحصـــائي لصـــور مـــرض الزهـــايـــمر
 

يعتبر مرض الزهايمر من أشهر أنواع الخرف التي لا يوجد  لهدا جدولا يلا يوجد  

لها طريقة ثابتة لإختباره يإكتشافة بإستخ ام الصور اي بأي طريقدة اخدريي يعتبدر 

هي صدعوبة ششخصصدة يخاصدة فدي أكبر التح يات الموجودة في مرض الزهايمر 

المراحل الأيلصة من المرض حصث يساج  اكتشافه في مراحلده الأيلدع جلدع شدأخصر 

ظهور أجراضه جن طريق شعاطي العقدايصر المااسدبة للمدرييي يعمدل هدبا البحدث 

جلع اسدتخو  يشحلصدل الخصداالإ الإحصدااصة المهمدة يالممصدزة لصدور الدرنصن 

خ يذلد  بإستخوصدها مدن صدور لاشدخا  فددي المغااطصسدي الببصدة الخاصدة بدالم
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مراحل مختلفة من المرض )جدادي  خفصدج جد ا يخفصدج ذ  يذلد  لإجبدال شحلصدل 

افضددل للتفريددة بددصن الأنددواع المختلفددة مددن الأنسدد ة يلتشددخصلإ مددرض الزهددايمري 

يهبه الخصاالإ المستخرجة شم استخ امها للكشج جلع الاختوفدات بدصن الحدالات 

طريدق شحلصدل الصدور ثوثصدة الابعداد فدي ثدوا مسدتويات المريضة يالسدلصمة جدن 

يمحاير يشم استخو  هبه المصزات من كل مستوىي ييعتم  هبا البحث جلع باال 

نظددام ششخصصددي كددجل لمددرض الزهددايمر لمسدداج ة الأطبددال جلددع سددرجة يسددهولة 

 ششخصلإ المرضي

شدم يحسدابها م دل في هبا البحدث  شدم اسدتخو  الع يد  مدن الخصداالإ الممصدزة ي

الخصاالإ الإحصااصة يالهصكلصة يالتكوياصة للع ي  من الصدور يالحدالات المختلفدة 

الددبي يعتبددر مددن اشددهر يأهددم المصددافاتي  SVMيشددم شصدداصج الحددالات باسددتخ ام 

بالإضافة الدع ذلد   شقتدرذ هدبه الوريدة العلمصدة اسدلول ج يد  لتحسدصن أدال الاظدام 

دة الاظددام المقتددرذ القدداام جلددع اسددتخو  التشخصصدديي حصددث شددم يصدداج أدال يجددو

الخصدداالإ المختلفددة للصددور باسددتخ ام حسددال م موجددة معدداموت يصدداج مختلفددة 

ماها دية أدال المصاجي يششصر الاتااج التي شم الحصول جلصها أن ال ية شحسات من 

 ٪ باستخ ام البريقة المقترحةي 100٪ دين استخ ام البريقة المقترحة إلع  49

به الورية العلمصة لمدرض الزهدايمر هدو بادال نظدام ششخصصدي بمسداج ة إش اهات ه

الحاسول لمسداج ة الأطبدال جلدع سدهولة ششدخصلإ مدرض الزهدايمر دين الحاجدة 

لسؤال المريي جن الأجراض  يالقصام الفحوصات الببصة  يالتحقق من الوظااج 

 يالعصبصة  أي جمل اختبارات يشحالصل ال م ي فحلإ جصاات البول
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AAbbssttrraacctt  

Relay Station (RS) enhance the performance of cellular system 
at cell edge. It also extends the transmission to areas outside the 
coverage. This paper studies the transmission through direct and 
relay link between Base Station (BS) and User Equipment (UE). 
This paper also proposes RS based Orthogonal Space-Time 
Block Codes (OSTBCs) for fourth generation cellular system (i.e. 
LTE-A). The received signals at UEs for different transmission 
scenarios are mathematically derived and analyzed. We 
compare the performance of LTE-A Downlink Physical Layer in 
the case of direct link, relay link and relay link based OSTBCs. 
The SER performance for LTE-A with three transmission 
scenarios is calculated for a certain range of SNRs. Results 
show that the transmission link that uses RS based OSTBCs 
gives better performance than direct link and relay link. 

 

11..  IInnttrroodduuccttiioonn  

The requirements of IMT-Advanced systems are high data rate, extended 

coverage areas, efficient spectrum and low latency [1-4]. A 3GPP started 

its LTE-A standardization to achieve these requirements. The performance 

at the cell edge is becoming necessary in cellular systems that employ 

higher bandwidths and use higher carrier frequencies at the same transmit 

power. One solution to increase coverage and reduce the SER values at 

UEs is using RS to transmit data between the BS and UE through multi 

hop communication [5-11]. RS also increases the data rate, reliability and 

link quality [12-14]. Cooperative diversity capitalizes on transmissions 
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from antennas at different nodes in order to provide spatial diversity by 

using an Orthogonal Space-Time Block Codes (OSTBCs). An OSTBC 

can provide full diversity order and high performance at very low 

decoding complexity [15-17]. The columns vectors in the coding matrix of 

an OSTBC are orthogonal. It improves the performance of a wireless 

network by overcoming the problems of attenuation and fading effects due 

to transmission over wireless channels. It has been employed in dual-hop 

relaying system as in [20]. 

So, we propose the RS based OSTBCs for the LTE-A downlink physical 

layer. We use an OSTBC with rate-3/4 for 4 transmit antennas. We 

illustrate mathematically different transmission scenarios for LTE-A. The 

received signals expressions have been derived under various scenarios of 

transmission links. The scenarios are direct link, relay link and proposed 

relay link based OSTBCs. The performance of system is evaluated by 

calculating the SER values for a certain range of SNRs. This paper is 

organized into four sections. Section 2, gives a brief review of the LTE-A 

downlink physical layer. The transmission scenarios for LTE-A downlink 

physical layer and proposed scheme are illustrated in Section 3. The 

results are given in Section 4. Finally, concluding remarks are given in 

Section 5.  

 

22..  LLTTEE--AA  DDoowwnnlliinnkk  PPhhyyssiiccaall  LLaayyeerr  

The BS is responsible for scheduling the transmission between different 

UEs and RSs to maintain a reliable radio link between each UE and the 

BS by dynamically adapting the transmission parameters [13]. First, the 

user data at transmitter as shown in Fig. 1(a), is generated depending on 

the previous Acknowledgement (ACK) signal. If the previous user 

receives negative ACK, the stored data is retransmitted using a Hybrid 

Automatic Repeat request (HARQ) scheme. Based on UEs ACK 

feedback, a scheduling algorithm allocates RBs to UEs and sets an 

appropriate coding rate depending on the channel state as in Fig. 1(a). 

Then, a Cyclic Redundancy Check (CRC) is added to the data. The data of 

each user is independently encoded using a turbo encoder with Quadrature 

Permutation Polynomial (QPP) based interleaving [14-15]. Each block of 

coded bits is then interleaved and rate matched with a target rate 
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depending on the received Channel Quality Indicator (CQI) user feedback 

[16]. 

Second, the data modulation maps the encoded data to complex 

modulation symbols. Depending on the CQI, a modulation scheme is 

selected for the corresponding RB [17-18]. After modulation step, the data 

are mapped to four transmit antennas. This antenna mapping depends on 

the Rank Indicator (RI) feedback and provides different multi-antenna 

schemes. After that, the optimum pre-coding matrix is selected depending 

on the Pre-coding Control Information (PCI) that is fed back from the UE 

to the BS and then applied to the OFDM transmitted signal [13]. Finally, 

the symbols to be transmitted on each antenna are mapped to the resource 

elements. The downlink reference and synchronization symbols are also 

inserted into the OFDM time-frequency grid [20]. 

 

Fig. 1: LTE-A downlink physical layer structure 

At receiver, UEs receive the signal through their multiple antennas as 

shown in Fig 1(b). Each UE processes OFDM signals from the different 

receive antennas. Cyclic prefix is removed from the received OFDM 

symbol in the time domain, and then an N-FFT is applied to convert 

OFDM symbols into the frequency domain through the process of OFDM 

demodulation. In MIMO-OFDM systems, Channel State Information 

(CSI) is necessary at the UE receiver to detect the received signal and to 
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perform diversity combining [13]. The estimation of the channel is 

performed using the Minimum Mean Squared Error (MMSE) technique 

[22]. After that, the complex transmitted symbols are de-mapped into the 

corresponding code words through the process of layer de-mapping. 

Finally, the UE makes the inverse process of scrambling and channel 

coding, which are descrambling and channel decoding as in Fig. 1(b). The 

received SER and the channel capacity are evaluated for a certain range of 

SNRs. 

 

33..  TThhee  TTrraannssmmiissssiioonn  SScceennaarriiooss  ffoorr  LLTTEE--AA  DDoowwnnlliinnkk  

PPhhyyssiiccaall  LLaayyeerr  

  ((aa))  TTrraannssmmiissssiioonn  tthhrroouugghh  DDiirreecctt  LLiinnkk  ((BBSS  ttoo  UUEE))::  

Each BS transmits N data symbols to the UE as shown in Fig. 2(a). Let 

)]()....,(),([)( 21 nxnxnxnx K   be the data symbols transmitted by BS during 

the n
th

 symbol period, 
BS

P is the transmitted power by BS, and Sk (t) is the 

OFDM transmitted waveform. 
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Fig. 2 Transmission scenarios for LTE-A 

The received signal at the UE through direct link in the presence of 

Additive White Gaussian Noise (AWGN) can be expressed as: 

        
 


N

n

kk

K

k

kBSkmd
tnnTtSnxPhty

1 1

)()()()()(        )1(  

Where, T is symbol period,  n1(t) is the AWGN, hkm is the complex 

channel co-efficient from BS to UE and τk is the transmission delay. The 

MMSE is performed to obtain the estimated data symbols. 

 

((bb))  TTrraannssmmiissssiioonn  tthhrroouugghh  RReellaayy  LLiinnkk::  

The system is mathematically analyzed with two phases: 
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First, Transmission from BS to RS: Each BS broadcasts the N data 

symbols to the RS as shown in Fig. 2(b). The received signal at RS during 

the n
th

 symbol period is given by: 


 


N

n

klk

K

k

kBSkl
tnnTtSnxPhty

1

1

1

1
)()()()()(              )2(  

where T is symbol period,  n1(t) is the AWGN, hkl is the complex channel 

co-efficient from BS to RS and τkℓ is the transmission delay. For AF, 

amplification is performed at each RS to forward the received signals at 

the UEs. The amplification factor is given by [25]:  

 
)(tnPh

P

BSkl

BS


                                                                 )3(  

Where, BS
P  is the Power transmitted by BS.  

Second, Transmission from RS to UE: RS forward the detected data to the 

UE as shown in Fig. 2(b). The received signal at UE during the n
th

 symbol 

period is given by: 


  


N

n

K

k

L

l

lkBSlm
tnnTtSnxPgty

k

1 1 1

22
)()()(ˆ)()(             )4(  

Where, T is symbol period, n2(t) is the AWGN, glm is the complex channel 

co-efficient from RS to UE and τℓ is the transmission delay. The estimated 

received symbols are obtained using the MMSE technique. 

((cc))  PPrrooppoosseedd  TTrraannssmmiissssiioonn  tthhrroouugghh  RReellaayy  LLiinnkk  BBaasseedd  

OOSSTTBBCCss::  

The proposed RS based OSTBC that used in LTE-A is shown in Fig. 2(c). 
We assume that the BS and RS with multiple antennas employ an 

OSTBCs transmission. Fig. 2(c) shows the system consists of one BS, one 

UE and one RS. The channel coefficient between the BS and the RS is 

denoted as H. Also, G is denoted as the channel coefficient between the 
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RS and the UE. We use four antennas for the BS, RS, and UE. We choose 

So to be the rate-3/4 OSTBC for 4 transmit antennas, which is given by 

[18-19]: 

























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3
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1

*

3

3
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1

*

2

321

0

0

0

0

sss

sss

sss

sss

S
o                                                        )5(  

Let the OSTBC So is transmitted from the BS. Then, The received signal 

matrix, 14CY
RS

at relay RS can be written as: 


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Using CSI [21-22], the received signal is given by: 

                                    

   
11321321

ˆˆˆˆˆˆˆˆ nsHPnnnshshshPY
BS

Tmmm
T

mmmBSRS
                                   

)7(  

Where, ,ˆ
4

1

2

1 



i

imm
hhH   Tssss

321
 and 

  )4,3,2,1(;ˆˆˆˆ
1111

 mnnnn
Tmmm   

 

Then in the next time slot, the RS transmit signal as follows: 

                 

 

 
4444333322221111

144332211

ˆBˆAˆBˆAˆBˆAˆBˆA
4

BABABABA
4

nnnnnnnn
L

PP

Hssssssss
L

PP
X

RSBS

RSBS

RS





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



  )8(  

 

Where, the matrices Ai and Bi are given by [23-25]: 
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 Let  

 sssssssS
44322111

BABBABA   

and 

 
44443333121211111

ˆBˆAˆBˆAˆBˆAˆBˆA nnnnnnnnw  .  

Then, 
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The total received signal matrix at UE is given by:  









 



4

1, ji

jRSijUE
NXGY

j
                                                            )12(  

 

44..  RReessuullttss  

The simulation parameters for LTE-A downlink physical layer are listed 

in Table 1. The SER of UE at cell edge is high as it receives signals 

through direct link as shown in Fig. 3. The UE which receives signals 

from relay link gives low SER and better performance than UE that 

receive through direct link. The best performance and low SER are 

obtained when UE receive its signals from relay based OSTBCs. We 

compare the SER performance of the direct link, relay link and relay link 

based OSTBCs. We simulate different transmission scenarios to illustrate 
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the effect of using an OSTBC in RS. Fig. 3 shows the detected SER vs. 

SNRs for UE at different transmission scenarios. 

The SER values for different transmission scenarios at different SNRs are 

listed in Table 2. At SNR=20dB, the proposed relay scheme in LTE-A 

gives SER equal  which is low compared to  and 

 for direct link and relay link, respectively. Thus it can be stated 

that by deploying OSTBCs into the LTE-A based RS system, better 

performance can be obtained. 

The diversity gains for the proposed RS based OSTBCs at a , 

and 
 
are shown in Table 3. The proposed system 

that use OSTBCs in RS give high diversity gains compared to the other 

system. The diversity gain for proposed scheme is 5 dB at , 

which is high compared to relay link as shown in Table 3. The SER values 

for relay link based OSTBCs are low when we employ OSTBCs in RS in 

the communication path between BS and UE. Finally, the proposed relay 

selection scheme which employs OSTBCs improves the performance of 

LTE-A system. 

Table 1: LTE-A Downlink Physical Layer Parameters [1] 
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Fig. 3 Comparison of the SER performance for different transmission scenarios 

Table 2: The SER values for different transmission scenarios at different SNRs 

 
 

 

Table 3: Diversity gains for the relay link and proposed relay link based OSTBCs 

at different SER 
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55..  CCoonncclluussiioonn  

In this paper, RS based OSTBCs for fourth generation cellular system (i.e. 

LTE-A) has been proposed. The received signals at UEs for different 

transmission scenarios have been mathematically derived and analyzed. The 

performance of LTE-A Downlink Physical Layer in the case of direct link, 

relay link and relay link based OSTBCs is compared. The SER performance 

for LTE-A with three transmission scenarios is calculated for a certain range 

of SNRs. Results show that the transmission link that uses RS based OSTBCs 
gives better performance than direct link and relay link. 
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AAbbssttrraacctt  

Until 1971, the known three fundamental electrical elements 
were resistor, inductor, and capacitor. In 1971, Professor Leon 
Chua proposed theoretically a fourth fundamental electric 
element, and he called it “Memristor." Memristor is a two-
terminal element whose resistance depends on the magnitude, 
direction, and duration of the applied voltage. This element is 
realized later by HP labs in 2008, which opened a wide area of 
research on the memristor and its possible applications. This 
paper gives an overview of the device properties, fabrication, 
modeling approaches of the memristor and some possible 
future improvements. The paper also surveys the digital and 
analog applications of memristors, and possible future 
improvements in some applications. 

 

11..  IInnttrroodduuccttiioonn  

Memristor is a passive two terminal electrical component which functions 

as a fundamental non-linear circuit element relating charge and magnetic 

flux linkage. The Memristor is considered to be a promising device in 

many applications, analog and digital, especially in memory chips, logic 

circuits, and neural networks. 

In 1971, Prof. Leon Chua [1] reasoned from symmetry as shown in Fig.1 

that there should be a fourth fundamental element, which he called a 

memristor (short for memory-resistor). 



Minufiya J. of Electronic Engineering Research (MJEER), Vol. 24, No. 1&2, Jan-July 2015. 
 

____________________________________________________________ 

 

 

 

 

 

 

 

 

 

 

 

 

80 

 
Fig.1 Fundamental Circuit Variable Relationships[2] 

In 2008, members of an HP Lab published [3] that they successfully 

realized a nanoscale electronic component, whose measured physical 

properties can be explained by the memristor theory. The HP memristor is 

a solid-state device formed of a nanometer scale TiO2 thin film, 

containing a doped and an undoped region sandwiched between two 

Platinum electrodes as shown in Fig.2. 

 
Fig.2 Titanium Dioxide Memristor 

Since 2008, many applications have been proposed for the memristor. In 

the field of memory chips, memristors can be used in Resistive Random 

Access Memory (RRAM) cell structures, and Memristor-based Content 

Addressable Memories (MCAMs) using a combination of memristor and 

MOS devices. In neural networks, the memristor can be used effectively to 

reduce the area and complicity of neuromorphic circuits benefiting from 

the ability of memristor to “memorize” the current pass in it and its 

direction. In the field of logic circuits, a new type of memristor-based 

IMPLY logic circuits were implemented. The memristor based logic has a 

unique ability that it can be fabricated with memory cells on the same 

chip. Memristors are used also in the design of crossbar-arrays which are 
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used in the switching blocks of the Field Programmable Gate Arrays 

(FPGAs). 

The paper is organized as follows: Section 2 discusses briefly the device 

properties of memristors. Section 3 covers different methods of 

memristors' fabrication and some possible future improvements. Section 4 

surveys the main methods of modelling, and emulating memristors. 

Memristor based memory circuits are discussed in section 5 with possible 

future improvements. Section 6, discusses using memristors in 

neuromorphic applications. Memristor based logic and FPGA are 

discussed in section 7. Analogue applications are briefly discussed in 

section 8. Finally, the conclusion is presented in section 9. 

 

22..  DDeevviiccee  PPrrooppeerrttiieess  

As mentioned, memristor relates charge (q) and magnetic flux ( ). The q-

 relation is nonlinear, thus the memristor’s parameter that relates q and  

is not a constant. The memristor is said to be charge-controlled with a 

memristance ‘M (q)’ equals: 

                                                                  (1) 

Similarly, the memristor is said to be flux-controlled with a memductance 

‘W ( )’ equals: 

                                                                           (2) 

From (1) and (2), it can be derived that: 

                                                                                (3) 

                                                                              (4) 

 

22..11  CCuurrrreenntt--VVoollttaaggee  ((II--VV))  CChhaarraacctteerriissttiicc  

Fig.3 shows the difference between the current-voltage characteristic of 

the four basic components. As shown in the figure, the memristor has a 

hysteresis (I-V) characteristic. It should be noted that the I-V characteristic 

of the memristor cannot be achieved using any combination of the other 
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three basic components, therefor the memristor is considered a basic 

component. A theoretical approach to the various classes of memristive 

devices as nonlinear dynamical systems is given in [4] . 

 

Fig.3 Current-voltage characteristics for the resistor, capacitor, inductor and 

memristor [5]. 

 

33..  FFaabbrriiccaattiioonn  

The implementation of memristors can be categorized into two main 

categories; the first category is Molecular and Ionic Thin Film memristors, 

and the second is spin-based memristors [6]. 

33..11  MMoolleeccuullaarr  aanndd  IIoonniicc  TThhiinn  FFiillmm  mmeemmrriissttoorrss  

This type of memristors mainly depends on thin film atomic lattices of 

different materials that shows hysteresis under the application of charge. 

33..11..11  TTiittaanniiuumm  DDiiooxxiiddee  MMeemmrriissttoorr  

As mentioned, the titanium dioxide memristor was proposed by members 

of an HP Lab. The device is composed of a thin (50 nm) titanium dioxide 

film between two 5 nm thick electrodes, one is titanium, and the other is 

platinum. The titanium dioxide film consists of two layers, one of which 

has a slight depletion of oxygen atoms (undoped). The other is the doped 
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layer with oxygen vacancies which act as charge carriers. The doped layer 

has a much lower resistance than the undoped layer. 

The influence of the temperature on TiO2 memristor properties was 

studied in [7, 8]. [7] found that the increasing of ambient and working 

temperatures of TiO2 memristor has a bad influence on its properties and 

characteristics. Thus he recommended using a cooling device to keep its 

performance. [8] explored the Dynamic Thermal Management (DTM) 

profiling in CMOS/memristor memory architectures, and recommended 

that DTM mechanisms are needed to improve CMOS/memristor reliability 

and lifetime. [9] discussed the radiation effects on TiO2-based memristors 

including the implications on the nanometre scaled TiO2 memristor 

devices and how that affects the energy deposition from the various 

radiation sources. 

33..11..22  PPoollyymmeerriicc  MMeemmrriissttoorr  

Polymeric memristors explore dynamic doping of polymer and inorganic 

dielectric-type material to achieve a hysteresis current-voltage 

characteristics. Usually, a single passive layer between an electrode and an 

active thin film try to enlarge the extraction of ions from the electrode. In 

2008, the polymeric memristor was developed by Erokhin and Fontana 

[10]. Then in 2012, organic ion-based memristors were used in designing  

neural synaptic memory circuits [11]. 

33..11..33  FFeerrrrooeelleeccttrriicc  MMeemmrriissttoorr  

The ferroelectric memristor[12] uses a thin ferroelectric barrier 

sandwiched between two metallic electrodes. Switching the polarization of 

the ferroelectric material by applying a positive or negative voltage across 

the junction which leads to a two order of magnitude resistances (ROFF, 

and RON), where: ROFF >> RON. The polarization does not switch abruptly, 

thus when the voltage is cycled; the ferroelectric domain configuration 

evolves, allowing a fine tuning of the resistance value.  

A new type of ferroelectric tunnel junction memristors is demonstrated in 

[13]. The ferroelectric tunnel memristors exhibit a non-volatile resistive 

switching with a resistance ratio of up to 105 % at room temperature. 
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33..11..44  OOtthheerr  ttyyppeess  ooff  mmoolleeccuullaarr  MMeemmrriissttoorrss::  

[14] proposed fabricating memristive devices with ZnO thin film using 

electro-hydrodynamic printing. The advantage of this technique is its 

simplicity and its low cost. McDonald[15] discussed the fabrication of 

Al/CuxO/Cu memristive devices created by depositing Al top electrodes 

atop a CuxO film grown using plasma oxidation to grow the oxide on a Cu 

wafer. A rewriteable non-volatile physically flexible memristor device 

with a low-power operation is demonstrated in [16]. The device 

demonstrates an on/off ratio greater than 10000: 1, is non-volatile for over 

1.2×10
6
s, requires less than 10V, and is still operational after being 

physically flexed more than 4000 times. 

A low cost type of memristors using anodization is proposed in [17]  . 

Jorhan Rainier[18] proposed improving the performance of the memristor 

devices by adding an additional anneal step before the top electrode 

deposition. Bipolar memristor crossbar structures, suitable for high 

scalability, were proposed by Janice H. Nickel et al., and have been 

fabricated in a fully compatible Back-End-of-Line materials and 

processes[19]. 

33..22  SSppiinnttrroonniicc  MMeemmrriissttoorrss  

Chen et al. [20] described three different possible designs of spin-transfer 

torque based magnetic memristors. A promising structure is the domain-

wall spintronic memristor, in which the device resistance occurs when the 

spin of electrons in one section of the device points in a different direction 

from those in another section, creating a boundary between the two 

sections called a “domain wall”. Electrons flowing into the device have a 

certain spin, which alters the device’s magnetization state.  Changing the 

magnetization of the device moves the domain wall and changes its 

resistance. 

33..33  FFuuttuurree  WWoorrkk  iinn  FFaabbrriiccaattiioonn  

Sung  Hyun  [21] studied the behaviour of digital memristor devices 

through a filament formation picture, however, it is still based on indirect 

observation, and the filament has not been directly observed in the 

nanoscale devices. Conducting cross-sectional TEM studies would 

provide direct information about the nature of the Ag filaments and 
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explain the resistance switching mechanism in the nanoscale amorphous 

silicon devices. 

Cory Merkel [7] studied the effect of temperature on thin-film memristors. 

Only one of the temperature dependencies in thin-film memristors, ion 

mobility, was considered. An extension of this work could consider the 

effects of temperature in crossbar nanowires as well as CMOS 

components. The temperature dependence of ion diffusion and electron 

transport, as well as the effect of heat generation in the crossbar layer can 

also be considered in future models. 

A future work of using a new  electrolyte  that  does  not  contain  the  

fluoride  for  growing  the  TiO2  nanotubes were proposed in [17], and 

proposed also trying different anodization times to bring a better 

understanding for how thick of an oxide it takes  to create the best 

memristor and produce  more data for characterizing the thickness of 

oxide grown. Tungsten oxide memristive devices were proposed for 

neuromorphic applications in [22]. A possible future work in this field is 

to conduct in-depth material study of WOX films, quantitative study of 

resistive switching in WOX memristors, and relating calcium ion 

dynamics with oxygen vacancy dynamics. 

 

44..  MMooddeelllliinngg  aanndd  EEmmuullaattiinngg  MMeemmrriissttoorrss  

As is the case of any new technology, it is important to learn how the 

memristor behaves to external stimulus in terms of voltage and current. 

Memristor models need to be made available for the design engineers to 

use the memristor as a circuit element during design exploration. There 

are a lot of proposed models of memristors depending on the needed 

compromise between simplicity and accuracy and on the type of 

application. In this section, we try to cover the main models of 

memristors. 

44..11  LLiinneeaarr  IIoonn  DDrriifftt  MMooddeell  

The model discussed here is based on the HP memristor shown in Fig.4.  

In Linear Ion Drift model, a uniform electric field across the device is 
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assumed; thus, there is a linear relationship between drift–diffusion 

velocity and the net electric field.  

       (5) 

where D is the total TiO2 length, w (t) is a state variable defining the 

length of the doped TiO2, RON is the equivalent resistance of the memristor 

when the whole device is dropped,  is the average ion mobility. 

 
Fig. 4 The coupled variable-resistor model for a memristor [3]. 

According to the linear ion drift; the memristor can be modelled as a 

coupled variable-resistor model as shown in Fig.4, yielding the following 

I-V relationship[3]: 

                                  (6) 

Where, ROFF is the equivalent resistance of the memristor when the whole 

device is undoped. 

Solving equations (5) and (6) the memristance of the device, for 

ROFF>>RON, simplifies to: 

                                                            (7) 

The coupled equations of motion for the charged dopants and the electrons 

in this device take the normal form for a current-controlled (or charge-

controlled) memristor as in (3), (5). 

44..22  NNoonnlliinneeaarr  IIoonn  DDrriifftt  MMooddeell  

The nanometre dimensions of memristor causes a high electric field with 

only applying a few volts. Thus, the electric field can easily exceed 

10
6
V/cm, and it is reasonable to expect a high nonlinearity in the ionic 
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drift-diffusion. The linear drift assumption also suffers from a problem in 

incorporating boundary effects.  

A few attempts have been carried out so far to consider this nonlinearity in 

the state equation[3],[23], [24]. Each paper proposed using a different 

‘window function F(w/D)’ multiplied by the right-hand side of the state 

equation (Eq.5). Thus, the state equation can be modified to be as follows: 

                                                           (8) 

Qualitatively, the boundary between the doped and undoped regions 

moves with speed vd in the bulk of the memristor, but that speed is 

strongly suppressed when it approached either edge, w~0 or w~D. Thus, 

the window function should satisfy F(0)=F(1)=0 to ensure no drift at the 

boundaries. 

 

44..22..11  WWiinnddooww  ffuunnccttiioonn  

The choice of the suitable nonlinear drift model depends on the proper 

choice of the window function. Many papers proposed different window 

functions that attempt to achieve a good agreement with the nonlinear 

behaviour and less simulation problems. For example, Joglekar et al.[25] 

proposed the following window function: 

                                                           (9) 

where p is a control parameter that defines the curvature of the window 

function. This model is simple and it can achieve the boundary condition, 

but on the other hand once the state variable w(t) reaches one of the 

boundaries the rate of change of the state variable "dw(t)/dt" is zero and 

the state variable w(t) is trapped at this boundary. Biolek [26] proposed 

another window function that can overcome this problem as follows: 

                                                           (10) 

Where, u(-i) is the unity function as a function of the direction of the 

current. Both window functions do not have a scale factor and therefore 

the maximum value of the window function cannot be changed to a value 

lower or greater than one. Refer to [27] for more details on window 

functions. In 2015, a newly proposed window function modified the 

Joglekar window for a better accuracy to be as follows [28] : 

                                                      (11) 
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44..33  SSiimmmmoonnss  TTuunnnneell  BBaarrrriieerr  MMooddeell  

This  model [29] assumes  nonlinear  and  asymmetric  switching 

behaviour  due to an exponential dependence of the movement of the 

ionized dopants.  In this model, rather than two resistors in series as in the 

linear drift model, there is a resistor in series with an electron tunnel 

barrier.  In this model, the state variable ‘x’ is the Simmons tunnel barrier 

width. Fig.5 shows the schematic of the device cross section, and an 

example switching I-V curve. This model gives high accuracy in 

modelling practical memristors; however, the current-voltage relationship 

is complicated and Ambiguous. 

 

Fig. 5: Device schematic and characterization protocol. (a) Schematic of the 

device cross section (b) Example switching i-v curve for the device. [29] 

 

44..44  TThhrrEEsshhoolldd  AAddaappttiivvee  MMeemmrriissttoorr  ((TTEEAAMM))  MMooddeell  

The TEAM model[27] is a general memristor model assumes that the 

memristor has a current threshold and polynomial dependence between the 

memristor current and the internal state drift derivative. The current-

voltage relationship can be in a linear or exponential manner. It is possible 

to fit the TEAM model to the Simmons tunnel barrier model or to any 

different memristor model and gain a more efficient computational time. 

The model is reasonably accurate and computationally efficient. 
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44..55  SSPPIICCEE  MMaaccrroo--mmooddeelliinngg  

Basically, there are three different ways to model the electrical 

characteristics of the memristors; SPICE macro-models, hardware 

description language (HDL) and C programming. Regardless of common 

convergence problems in SPICE modelling, it is a more appropriate way 

to describe a real device operation. 

In 2009, Biolek proposed memristor SPICE model with nonlinear dopant 

drift as shown in Fig.6 [26]. 

 

Fig. 6 Structure of the SPICE model proposed in [26] 

Another way to realize memristor SPICE model is by connecting an 

appropriate nonlinear resistor, inductor, or capacitor with an M-R mutator, 

and an M-L mutator, or an M-C mutator, respectively[30]. These mutators 

are nonlinear circuit elements that may be described by a SPICE macro-

model as shown in Fig.7. 

 

 
Fig.7 A SPICE macro-model using mutators [30]. 
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In 2010, Rák and Cserey proposed  a nonlinear SPICE macromodel [31]. 

The model achieved a quantitatively similar behaviour to the 

measurements of the memristor physical implementation. Compact  

memristor models using LTSpice based on the fundamental constitutive 

relationships between charge and flux of  is introduced in [32]. Also, the 

model proposed by HP Labs is modelled in LTSpice [33]. 

44..66  MMeemmrriissttoorr  EEmmuullaattiioonn  

The fabrication technology of memristor devices is still not available for 

most of the researchers. Thus, it would be helpful if we can use an 

emulator circuit using existing devices to study the main characteristics of 

memristor devices and applications. In 2010, Mutlu and Karakulak 

proposed an emulator circuit to the TiO2 memristor with linear dopant 

drift using analogue multiplier [34]. Fig.8 shows the proposed emulator 

circuit. 

 
Fig. 8  Memristor Mutlu Emulator circuit [34] 

Another emulator circuit is proposed in [35].This emulator is designed to 

be easily expandable. In [36], an emulator circuit that can describe the 

memristor's current-voltage relationship using a voltage-controlled resistor 

is implemented, where its resistance can be programmed by the stored 

voltage at the state variable capacitor. Lin Teng constituted a significant 

finding  that it should be possible to physically implement a memristor 

emulator circuits capable of generating complex chaotic behaviour 

without the need for resource-intensive FPGAs or microcontrollers to 

model high-order nonlinearity[37]. In 2015, a  memristor emulator that 

embraces most of features of a real memristor is proposed [38]. The small 

variation range of memristance and the nonfloating operation that limit 

conventional memristor emulators are improved significantly in this 

emulator. 
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44..77  DDeevveellooppmmeenntt  iinn  MMeemmrriissttoorr  MMooddeelliinngg::  

In 2010, A. G. Radwan derived mathematical models of the HP Memristor 

for DC and periodic signal inputs [39]. Unlike the previous works that 

focused only on the sinusoidal input waveform, this model derived the 

rules for any periodic signals in terms of voltage and current. An\ physic-

based SPICE model was proposed by Pickett [40]. Pickett’s model is 

considered to be the HP memristor’s standard model, and other models are 

compared to it. A compact memristor model consists of a set of analytical 

equations and can be implemented by Verilog-A language was introduced 

in [41].In 2011, Batas and Fiedler introduced a behavioural model of a 

memristive solid state device [42].  

In order to gain more vision of the physical mechanisms  of  analogue  

memristors, a model based on the finite element method was demonstrated 

in [43]. Shahar Kvatinsky proposed a Verilog-A implementation for the 

liner, nonlinear, and TEAM memristor models, and their relevant window 

functions, which is suitable for SPICE-based CAD tools such as 

CADENCE[44]. 

In 2012, Fernando García  presented a memristor model characterization 

framework which supports automated generation of sub circuit files [45]. 

The proposed environment allows the designer to choose and parameterize 

the memristor model that best suits for a given application. M. Condon 

discussed the simulation of memristors when they are subject to high-

frequency forcing functions[46].  Also a novel asymptotic-numeric 

simulation method is applied in this model. An accurate analytical models 

for the performance and the energy dissipation of a 1-transistor 1- 

memristor (1T1R) resistive random access memory (RRAM) cell 

structures is presented in [47]. The model was verified using HSPICE 

simulations. A class of models that generate a broad universe of elements 

using fractional calculus were introduced in [48]. Several combinations of 

values are tested, and the corresponding dynamical behaviour is analysed. 

In 2013, Shiping Wen proposed a new fuzzy model of memristor-based 

Lorenz circuit to simulate and synchronize with the memristor-based 

Chua’s circuit [49]. 

A good overview of Physics-based memristor models was presented by 

Stanley Williams [50], through which a  simpler,  analytical 

approximations  that  can  match  the  measured  behaviour  of  the 

memristors over many orders of magnitude in time and a wide range of 
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applied voltage was proposed. Yang  Liu proposed that we can  utilize 

approaches  such as profiling, trace based  simulation and statistical 

models  for  evaluation  to  obtain  more  accurate  results [51]. 

Despite having many linear, and nonlinear memristor models, accurate 

physic based memristor models with acceptable complexity is still needed. 

Existed accurate models such as Pickett’s memristor model are very 

complicated and cause many convergence issues in SPICE simulators, 

beside the difficulty of representing these models using  

Verilog-A which makes these models lack the connection to some 

important CAD tools. 

 

55..  MMeemmrriissttoorrss  MMeemmoorriieess  

Among emerging nanotechnologies, memristors are very promising 

candidates to build storage structures because of high capacity, short 

switching time and low power consumption. However, the benefit we can 

obtain from these storage structures is still limited by the low endurance, 

and the required mature technology of memristors. 

55..11  RReessiissttiivvee  RRaannddoomm--AAcccceessss  MMeemmoorryy  

The memristor has the potential to be a non-volatile memory element, 

since it holds its resistive value, even after it is unplugged from a power 

source. Resistive random-access memory (RRAM) that depends on 

memristor-CMOS technology could be the future of non-volatile 

memories. Cong Xu et al.[52] conducted a study on the memristor based 

RRAM array design and focus on the choices of different peripherals to 

achieve the best trade-off between performance, energy, and area. Sung 

Hyun Jo[21] proposed fabricating RRAM using Amorphous  Silicon, and 

studied  the crossbar  arrays  based  on  Amorphous  Silicon  RRAM. 

Muhammad Shakeel et al.[53] described using CMOS interface circuits in 

350nm 3.3V/5.0V TSMC process for memristor crossbar arrays for 

memristor based RRAMs.  
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55..22  MMeemmrriissttoorr--bbaasseedd  CCoonntteenntt  AAddddrreessssaabbllee  MMeemmoorryy      

Kamran provided a new approach of designing and modelling Memristor-

based Content Addressable Memories (MCAMs) using a combination of 

memristor and MOS devices [54]. Chen  reported applying the memristor 

delayed switching effect to the design of the M-CAM cell [55]. The 

delayed switching effect is used to control the changing time of the 

memristor’s state, which can enhance the performance, decrease the 

searching time and save energy. Yang  Liu proposed a  configurable  

memristor-based  CAM/TCAM  design  [51]. Liu’s configuration can use 

memristors as both memory latches and logic gates.   

55..33  SSnneeaakk  PPaatthh  PPrroobblleemm    

One of the most important issues that face memristor-based memories is 

the sneak path problem. This problem arises from the fact that the 

memristor device has "no gate". Thus undesired paths of current form a 

resistance in parallel with the main path resistance.  

A new non-destructive read-out technique is reported in [56]. Yenpo Ho 

developed a set of properties and design equations for memristor based 

memories targeting key electrical memristor device characteristics 

relevant to memory operations [57]. M. Affan investigated the read 

operation of memristor-based memories, analysed the sneak paths 

problem, and studied the effect of the aspect ratio of the memory array on 

the sneak paths[58]. New approach to solve the sneak path problem in 

crossbars arrays is provided in [59]. 

55..44  FFuuttuurree  WWoorrkk  iinn  MMeemmrriissttoorr  bbaasseedd  MMeemmoorryy  CCiirrccuuiittss  

Cory E. Merkel discussed the sneak paths in the crossbar circuits by 

considering 1xN and M x 1 crossbar circuits [7]. Future work can explore 

the use of general MxN crossbar circuits with different sneak path 

mitigation techniques. Another future work is to try to improve sensor 

accuracy using high-speed clocks for temperature sensing resistive 

random access memory (TS-RRAM) block timer circuits. Another 

extension of this work could be exploring a higher-level dynamic thermal 

management (DTM) triggering and DTM response mechanisms. 
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Yang Liu proposed utilizing approaches such as profiling, trace-based 

simulation and statistical models for evaluation to obtain more accurate 

memristor based memories results [51]. Furthermore, he proposed that we 

could evaluate insert/delete operations to discover a threshold update rate, 

which decides whether an application can benefit from hybrid storage 

structures or not. Another possible future research direction is to explore 

other interfaces and management aspects such as virtualization. 

The evaluation of system-level impacts of a persistent main memory 

architectures is analysed in [60]. An extension to this work, using 

persistent main memory instead of separating the memory hierarchy in 

volatile main memory and persistent storage is proposed. The benefit of 

orthogonal persistence is to improve programming productivity from 

simpler semantics, avoiding ad-hoc arrangements for data translation and 

long-term data storage, and providing protection mechanisms over the 

whole environment. 

 

66..  MMeemmrriissttoorrss  NNeeuurroommoorrpphhiicc  AApppplliiccaattiioonnss  

The field of memristor-based neuromorphic applications is a very 

promising field, and gains a wide research interest. Using memristors as a 

synapses in neuromorphic circuits can potentially offer both high 

connectivity, and high density required for efficient computing. 

In 2010, a memristive magnetic tunnel junction is used as a complete 

synapse-neuron [61]. A nanoscale silicon-based memristor device was 

experimentally demonstrated in [62], and used in a hybrid system 

composed of CMOS neurons and memristor synapses to support important 

synaptic functions such as spike timing dependent plasticity(STDP). 

Nathan McDonald analysed some promising and practical non-quasi-static 

linear and non-linear memristor device models for neuromorphic circuit 

design and computing architecture simulation [63]. 

In 2011, Djaafar Chabi described a neural learning method to implement 

Boolean functions in memristor Neural Logic Blocks(NLB) [64]. A denser 

and more robust Associative Memories (AM) designs using memristor 

networks is provided in [65]. The technique is based on weighing the 

trade-offs within the fitness function. 
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In 2012, Ting Chang explored the material properties, device 

characteristics, synaptic plasticity implementations, and CMOS 

integration of tungsten oxide (WOX) nanoscale memristors, and 

advancing this technology for neuromorphic applications[22]. Such 

devices offer simple fabrication, low-power, high-density, scalability, 

connectivity, and CMOS-compatibility, making them ideal candidates for 

neuromorphic applications. Michael Soltiz proved that the scalability and 

efficiency of hardware-based  neuromorphic systems can be improved 

drastically by adding complexity to neural logic block (NLB) designs [66]. 

An overview on mimicking synaptic plasticity in memristive 

neuromorphic systems is discussed in [67, 68] .  

Synapse implementations, however, have proven difficult, due to a lack of 

inherently plastic circuit elements. This leads to the need of overly 

complex circuits to mimic any kind of plasticity. Memristors turn out to be 

very powerful for mimicking synaptic plasticity. Ebong and Mazumder 

analysed using two basic learning rules: winner-take-all (WTA) and STDP 

[69]. He also gives a design example implementing WTA combined with 

STDP in a position detector.  CMOS and a memristor MOS technology 

(MMOST) design simulation results are compared on the bases of power, 

area, and noise handling capabilities. A neuromorphic approach in which 

STDP can be combined with memristors in order to withstand noise in 

circuits is provided in [70]. The analogue approach to STDP 

implementation with memristors shows a superior to a digital-only 

approach.  

A. Wu and Z. Zeng introduced a general class of memristor-based 

recurrent neural networks with time-varying delays [71]. Exponential 

convergence of the networks is studied by using local invariant sets. 

Shiping Wen investigated the exponential stability problem about the 

memristor-based recurrent neural networks[72]. He provides the criteria 

for memristor-based neural networks with time-varying delays. These 

stability conditions can also be used for memristor-based neural networks 

with constant time delays or without time delays. Z. Guo addressed the 

global exponential dissipativity of memristor-based recurrent neural 

networks with time-varying delays by constructing proper Lyapunov 

functional and using M-matrix theory and LaSalle invariant principle [73]. 

the problem of global exponential synchronization of a class of memristor-

based recurrent neural networks with time-varying delays based on the 

fuzzy theory and Lyapunov method is discussed in [74, 75]  . Theoretical 

results on the global exponential periodicity and stability of a class of 
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memristor-based recurrent neural networks with multiple delays is 

analysed in [76]. By using the inequality techniques and a useful 

Lyapunov functional, some new testable algebraic criteria are obtained for 

ensuring the existence and global exponential stability of periodic solution 

of the system.  

Guodong Zhang analysed general memristor-based recurrent neural 

networks with time-varying delays (DRNNs)[77]. The dynamic analysis in 

the paper employs results from the theory of differential equations with 

discontinuous right-hand side as introduced by Filippov. Ling Chen 

proposed a synapse memristor model with forgetting effect that can 

describe the basic memory ability of memristor and able to capture the 

new finding forgetting behaviour in memristor [55]. Z. Cai and L. Huang 

formulated and investigate a class of memristor-based Bidirectional 

Associative Memory (BAM) neural networks with time-varying delays 

under the framework of Filippov solutions [78]. 

In 2015, a unipolar organic memristor device with multiple thresholds that 

offers advantages for on-chip supervised learning is proposed[79]. 

Additionally, the new organic devices proved highly resilient to parasitics 

and sneak paths. 

66..11  FFuuttuurree  wwoorrkk  iinn  MMeemmrriissttoorrss  NNeeuurroommoorrpphhiicc  AApppplliiccaattiioonnss  

Michael Soltiz proposed a future work of improving the NLB(neural logic 

block) designs and applying them to new application domains [66]. 

Conducting further modification of the MRII algorithm or development of 

another hardware-friendly learning algorithm can enhance memristor-

based neuromorphic applications[80].  

In [70], Idongesit Eong claimed that the hardware used for the 

reinforcement learning problem can be a starting point to realizing this 

adaptive-critic design. The steps involved would be to: (1) Modify 

architecture for multiple algorithms, e.g., greedy exploration, not just the 

greedy algorithm espoused in Chapter V; (2)Circuit redesign of the 

proposed hardware to account for bidirectional neurons; (3)Since 

combining with CMOS and possibly the microprocessor, multiplexing 

methods for specified bus widths of the processor should be investigated. 

These aforementioned steps will be intermediaries to achieving hardware 

for algorithms that require higher level abstraction like the optimal control 

problem. 
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77..  MMeemmrriissttoorrss  LLooggiicc  //  FFPPGGAA  AApppplliiccaattiioonnss  

An important advantage of memristors is that it can be used in designing a 

combined memory and logic functions on the same chip. The memristors 

can be used efficiently in crossbar arrays for both memory and logic 

functioning. 

Memristor-based crossbar arrays can be used to compute logic functions 

based on the placement of the switches on the wire junctions and based on 

their state. Current crossbar-based logic designs have inherent 

disadvantages to conventional CMOS design in terms of performance 

(wire delay is dominant in crossbar designs), density (large unused areas) 

and power dissipation (most of the unused switches in junctions are 

inactive and hence consume leakage power.) 

77..11  LLooggiicc  CCiirrccuuiittss  

Memristors can be used to perform implied logic operations. It is 

important to note that the logic circuits realized by memristor differ than 

the Boolean logic realized by CMOS technology. The realization of 

implied logic is explained in [81]. T. Raja and S. Mourad provided a 

tutorial on how to use memristor crossbars for logic design and is a 

consolidation of various recent publications [82]. Hybrid reconfigurable 

logic circuits is fabricated by integrating memristor-based crossbars onto a 

foundry-built CMOS platform using nano-imprint lithography [83]. 

 

77..22  FFiieelldd  PPrrooggrraammmmaabbllee  GGaattee  AArrrraayyss    

A novel FPGA architecture with memristor-based reconfiguration 

(mrFPGA) was introduced in [84]. The proposed architecture is based on a 

CMOS-compatible memristor fabrication process. The programmable 

interconnects of mrFPGA use only memristors and metal wires. Thus, the 

interconnections can be fabricated over logic blocks, resulting in 

significant reduction of overall area and interconnect delay. D. Strukov 

and A. Mishchenko also introduced novel FPGA circuits based on hybrid 

CMOS/resistive switching device (memristor) technology to achieve 

different logic architectures [85]. 
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88..  MMeemmrriissttoorrss  AAnnaalloogguuee  AApppplliiccaattiioonnss  

Memristors can be used to implement programmable analogue circuits, 

Amplifiers, and oscillators. Sangho Shin showed that memristors can be 

used to implement programmable analogue circuits, leveraging 

memristor’s fine-resolution programmable resistance without causing 

perturbations due to parasitic components [86]. The resistance 

programming can be achieved by controlling the input pulse width and its 

frequency. A Pulse-coded programmable resistor using memristor is 

shown in Fig.9. 

 
Fig. 9 Pulse-coded programmable resistor using a memristor [86] 

T. Wey and W. Jemison used an automatic gain control (AGC) topology 

with a variable gain amplifier utilizing a (TiO2) memristor [87]. Makot O. 

Itoh derived several memristor-based nonlinear oscillators  from  Chua's 

oscillators [88]. Vanessa Botta presented an stability analysis of one 

memristor oscillator with a mathematical model given by a four-

dimensional five-parameter cubic system of ordinary differential equations 

[89]. M. Affan Zidan presented a memristor-based oscillator without using 

any capacitors or inductors [90]. The introduced reactance-less oscillator 

enables an area efficient implementation for low frequency oscillators. 

The circuit is shown in Fig.10. 

The nonlinear dynamics of three memristor based phase shift oscillators 

are reported in[91] . It is considered that they will be a plausible solution 

for the realization of parametric oscillation as an autonomous linear time 

variant system. A.G. Mosad presented an improved memristor-based 

relaxation oscillator which offers higher frequency and wider tuning range 

than the existing reactance-less oscillators [92]. 
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Fig.10 Memristor based reactance-less oscillator[90] 

 

99..  CCoonncclluussiioonn  

Recently, memristors have gained a wide research interest and found 

many applications. In this paper, an overview of memristor’s basic 

operation, fabrication and modelling are presented. Also a survey on the 

various applications of memristors, which include non-volatile memories, 

neuromorphic computer architectures, logic circuits, and analogue 

applications is provided. This survey aims to give the reader a general 

overview of the device operation, main models, and recent research 

achievements in the field of memristor technology. Beside the overview, a 

future prospective is given for many possible improvements in 

memristors’ modelling and applications, which can be useful for the 

upcoming researches and helps in finding new ideas in the memristor 

field.  
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AAbbssttrraacctt  

In this paper, an electrical model – equivalent circuit – for atom's 
emission is presented and Hydrogen atom is taken as an 
example. Also, the line spectra of Iron and Sodium are used to 
verify the model. This may open a new area of research to build 
practical digital circuits such as INVERTER, NAND, NOR …etc 
from some cascaded atoms. 

 

11..  IInnttrroodduuccttiioonn  

The development of electronics, to increase the processors speed and 

memories capacity, needs to minimize the transistors size. We dream to 

minimize the circuit size to the scale of the atom so the circuit elements 

can have ideal values in order to implement ultralow power devices. 

The analogy between transportation of an electron in single electron 

circuits and inside a hydrogen atom is a chance to convert the atom to a 

capacitance system. Fig. 1 compares the energy and frequency of the 

emitted photons from tunnel junction and an atom. 

The physics of single electronics is based on the coulomb blockade 

concept. This means, to transfer one electron throw a tunnel junction with 

a capacitance C, the electron must overcome the charging energy barrier 

EC [1], Coulomb blockade energy, where: 

2

2C C

e
E         (1) 

The electromagnetic radiation with frequency f~EC/h is generated as a 

photo-response of single-electron systems [2]. 
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Fig. 1:  Energy and frequency of the emitted photons from tunnel junction and an atom  

 

22..  MMOODDEELLLLIINNGG  OOFF  HHYYDDRROOGGEENN  AATTOOMM  

Hydrogen atom can be considered as a system of concentric conducting 

spheres, where the spheres represent maximum probability surfaces of 

finding the electron. The capacitance between two concentric spheres is: 

 

1
1 1

4 oC
a b





 
 
 

 

      
(2) 

Where, εo is the permittivity of the vacuum and a, b are the radiuses of the 

inner and outer spheres respectively. Substitute equation (2) in (1) and 

solve for 1/λ : 
21 1 1

8 o

e

hc a b 

 
  

 
     (3) 

Equation (3) is the same as Bohr's formula for Hydrogen emission before 

applying the quantization of angular momentum. The appearance of this 

formula as a result of the capacitance model is a nice consequence. In Fig. 

2, △E – the energy difference between energy levels – is replaced by its 

equivalent Ec. The capacitance system of concentric spheres looks like 

capacitors connected in series. So, Hydrogen atom can be modelled by 

series of tunnel junctions as in Fig. 3. 
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Fig. 2  △E is replaced by its equivalent Ec. 

 

 

 
 

Fig. 3  Electrical model for Hydrogen emission. 

The photo-response of the circuit shown in Fig. (3) is the same as the line 

spectrum of Hydrogen atom. When an electron tunnels throw C12, the 

generated photon has the frequency of the first term of Lymann series. 

And when it tunnels throw C12 and C23 the generated photon has the 

frequency of the second term of Lymann series. Also the third term of 

Lymann series is generated when an electron tunnels throw the C12, 

C23and C34 and so on. The first terms of Balmer and Paschen series are 

generated when an electron tunnels throw C23 and C34 respectively. And 

the complete spectrum of Hydrogen is generated by the same manner. 

The circuit emission of the first order tunneling events is simulated by 

MUSES [3, 4] and illustrated in Fig. (4). The tunneling resistance and the 

temperature are taken to be 1 M  Ω and 6000 
o
K respectively. The first 

node connected to 10 mV voltage source and the infinity node connected 

to the ground. The energy of the generated electromagnetic radiation has a 

good agreement with the relative intensity of the Hydrogen line spectrum 

emission [5]. 
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Fig. 4  Comparison between the relative intensity of the Hydrogen line spectrum 

emission – measured date – (Squares) [5], and the photo-response energy of the 

Hydrogen emission equivalent circuit simulated by MUSES (Dots). 

 

33..  PPAARRTTIIAALL  MMOODDEELLIINNGG  OOFF  HHEEAAVVYY  AATTOOMMSS  

The relation between capacitors in Fig. (3) is: 

  1 1 2 2 1 1 

1 1 1 1 1

i j i i i i j j j jC C C C C     

      (4) 

Also the wave lengths of the generated photons have the same relation 

because λ α C, then: 

  1 1 2 2 1 1 

1 1 1 1 1

i j i i i i j j j j         

     (5) 

Fig. 5 illustrates the relation between the wavelengths of the hydrogen line 

spectrum that can be deduced directly from the role of summing capacitors 

in series. 
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Fig. 5  The role of summing capacitors in series is also applied to the wave 

lengths of the line spectrum a) The role of summing capacitors in series, b) 

Example from the Hydrogen line spectrum. 

 

Equation (5) may be used to validate the model for atoms which have 

more than one electron.  

The line spectra of Sodium and Iron are shown in Fig. 6 and the arrows 

pointed to the wave lengths that verify equation (5).  

For Sodium:  
S1 S2 S3

1 1 1

  
   

And for Iron: 
I1 I2 I3

1 1 1

  
   

Fig. 7 represents parts of the equivalent circuit of Sodium and Iron atoms. 
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Fig. 6:  Appling equation (5) on the spectra of Sodium and Iron(The spectrum 

without the arrows is from reference [6]). 

 
 

Fig. 7:  Partial electrical models for a) Sodium and b) Iron atoms 

 

44..  CCOONNCCLLUUSSIIOONN  

From the electrical model of Hydrogen atom emission and the partial 

models of Sodium and Iron, the atom may work as an electric circuit.  The 
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question now, if we can express an atom by an electric circuit, can we 

express a circuit by some atoms to implement basic digital circuits. 
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ولكل ) ثمانية صفحات( ـتعدى  يللبحث الذي لا ) أوما يعادلها دولار 100(ـدرة ق
  ..)أوما يعادلها دولار 5( فحة زائـدة عن ذلك رسـم قدرهص

  .سنوياً)  جنيهاً  50( رسم الاشتراك السنوي للأفراد داخل البلاد     5
  .سنوياً) جنيهاً  300 ( للهيئات داخل البلادتراك السنوي  رسم الاش  6
  .أوما يعادلهاسنويا ) دولار 50( للأفراد خارج البلاد رسم الاشتراك   7
  .سنويا أوما يعادلها) دولار300( رسم الاشتراك للهيئات خارج البلاد   8

  
   سنوياً ويعامل العدد الواحد بواقع النصف من القيمةنوذلك عن العدديي

  
Prof. Dr. El-Sayed M. El - Rabaie  
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