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OUTLINES

 Local and global minima (maxima) for optimization 

problems

 Optimality conditions for unconstrained problems

 Single variable optimization problem

 Multi-variables optimization problem
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OPTIMIZATION PROBLEM SOLUTION

Calculus-Based Solution

Constrained 

Problem

Equality Inequality

Unconstrained 

Problem



GLOBAL & LOCAL MINIMA/MAXIMA

 Global minimum: a function 𝒇 𝒙 of 𝒏 variables has 

a global minimum at 𝒙∗ if 𝒇 𝒙∗ is less than or equal 

to 𝒇 𝒙 at any 𝒙 in the feasible set 𝑺.

𝑓 𝑥∗ ≤ 𝑓 𝑥 ∀ 𝑥 ∈ 𝑆

 Local minimum: a function 𝒇 𝒙 of 𝒏 variables has a 
local minimum at 𝒙∗ if 𝒇 𝒙∗ is less than or equal to 
𝒇 𝒙 in a small neighborhood of 𝒙∗in the feasible set 𝑺.

𝑓 𝑥∗ ≤ 𝑓 𝑥 ∀ 𝑥 ∈ 𝑆
𝑥 − 𝑥∗ < 𝛿, 𝛿 > 0 is small value

 Global & local maxima are defined in a similar manner.



GLOBAL & LOCAL MINIMA
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𝐸&𝐹 ℎ𝑎𝑣𝑒 𝑎𝑐𝑡𝑖𝑣𝑒 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠



EXISTENCE OF A MINIMUM
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THEOREM 1

Weierstarss Theorem- Existence of a Global Minimum:

If  𝒇 𝒙 is continuous on a nonempty feasible set 𝑺 that is 

closed and bounded, then 𝒇 𝒙 has a global minimum in 𝑺

A set 𝑆 is closed if there is no “< type” inequality constraints in 

the formulation of the optimization problem.

A set 𝑆 is bounded if for any point 𝒙 ∈ 𝑺, 𝒙𝑻𝒙 < 𝒄, 𝑐 is a finite 

number.

Karl Wilhelm Weierstarss (1815 – 1897):   German  mathematician "father of 

modern analysis”
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Example 10: Check the existence of a global minimum for 

the following functions

a. 𝒇 𝒙 = −𝟏/𝒙 defined on 𝑺 = {𝑥 | 0 < 𝑥 ≤ 1}
b. 𝒇 𝒙 = −𝟏/𝒙 defined on 𝑺 = {𝑥 | 0 ≤ 𝑥 ≤ 1}
c. 𝒇 𝒙 = 𝒙𝟐 defined on 𝑺 = {𝑥 | −10 ≤ 𝑥 ≤ 10}
d. 𝒇 𝒙 = (𝟏/𝟑) 𝒙𝟐 + 𝒄𝒐𝒔𝒙 defined on 𝑺 = {𝑥 | −∞ < 𝑥 < ∞}

EXISTENCE OF A MINIMUM

Solution

a. The feasible set 𝑺 is not closed 

Weierstarss Theorem is not satisfied, no global minimum

b. The function is not continuous at 𝒙=0

Weierstarss Theorem is not satisfied, no global minimum
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EXISTENCE OF A MINIMUM

c. The feasible set 𝑺 is closed & the function is continuous at all 𝒙

Weierstarss Theorem is satisfied, global minimum

d. The feasible set 𝑺 is not closed & unbounded 

Weierstarss Theorem is not satisfied, no global minimum

𝐺𝑙𝑜𝑏𝑎𝑙
𝑀𝑖𝑛𝑖𝑚𝑎

Conclusion

Weierstarss Theorem is 

not “if-and-only if” 

theorem
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NECESSARY & SUFFICIENT CONDITIONS

Necessary Conditions 

The conditions that must be satisfied at the optimum point

Sufficient Conditions 

A candidate point satisfies the sufficient conditions is indeed 

an optimum point
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OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS

Taylor's Expansion

𝒇 𝒙 = 𝒇 𝒙∗ + 𝒇′ 𝒙∗ 𝒙 − 𝒙∗

+
𝟏

𝟐
𝒇′′ 𝒙∗ (𝒙 − 𝒙∗)𝟐+ 𝑹;

𝑹: is small remainder term

If 𝒙∗ is a local minimum; a change in the function for any move in 

a small neighborhood of 𝒙∗ must be non-negative;

𝒇 𝒙 − 𝒇 𝒙∗ = ∆𝒇 ≥ 𝟎;

∆𝒇 = 𝒇′ 𝒙∗ 𝒙 − 𝒙∗ +
𝟏

𝟐
𝒇′′ 𝒙∗ (𝒙 − 𝒙∗)𝟐+ 𝑹 ≥ 𝟎; 

𝒙 − 𝒙∗ is very small; first term dominates other terms;

𝒇′ 𝒙∗ 𝒙 − 𝒙∗ ≥ 𝟎 𝒊𝒇
𝒇′ 𝒙∗ = 0          (Necessary condition)

Single-Variable

Brook Taylor (1685 – 1731):   English  mathematician
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𝒃𝒆𝒄𝒂𝒖𝒔𝒆 𝒇′ 𝒙∗ = 0

∆𝒇 =
𝟏

𝟐
𝒇′′ 𝒙∗ (𝒙 − 𝒙∗)𝟐+ 𝑹 ≥ 𝟎; 

second term dominates other terms;

𝒇′′ 𝒙∗ (𝒙 − 𝒙∗)𝟐≥ 𝟎 𝒊𝒇
𝒇′′ 𝒙∗ > 𝟎 (Sufficient condition)

𝒇′′ 𝒙∗ = 𝟎 (Evaluate higher-order derivatives)

Example 11: Find the local minimum using 

necessary/sufficient conditions:
a. 𝒇 𝒙 = 𝒙𝟐 − 𝟒𝒙 + 𝟒
b. 𝒇 𝒙 = 𝒙𝟑 − 𝒙𝟐 − 𝟒𝒙 + 𝟒
c. 𝒇 𝒙 = 𝒙𝟒

OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS
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a. 𝒇 𝒙 = 𝒙𝟐 − 𝟒𝒙 + 𝟒

Solution

𝒇′ 𝒙 = 𝟐𝒙 − 𝟒=0; 𝒙∗=2 

𝒇′′ 𝒙 = 𝟐 >0 ∀ 𝒙 ∈ 𝑺; 𝒙∗ 𝒊𝒔 𝒊𝒏𝒅𝒆𝒆𝒅 𝒍𝒐𝒄𝒂𝒍 𝒎𝒊𝒏𝒊𝒎𝒖𝒎

OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS

Candidate Optimum Point
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c. 𝒇 𝒙 = 𝒙𝟑 − 𝒙𝟐 − 𝟒𝒙 + 𝟒 𝒇′ 𝒙 = 𝟑𝒙𝟐 − 𝟐𝒙 −4=0

𝒇′′(𝒙) = 𝟔𝒙 − 𝟐𝒙𝟏
∗=1.535 (A), 𝒙𝟐

∗= − 0.8685 (B) 

𝒇′′(1.535) = 𝟕. 𝟐𝟏𝟏 >0, 𝒇′′( − 0.8685) = −𝟕. 𝟐𝟏𝟏 <0 

𝒙𝟏
∗ 𝒊𝒔 𝒊𝒏𝒅𝒆𝒆𝒅 𝒍𝒐𝒄𝒂𝒍 𝒎𝒊𝒏𝒊𝒎𝒖𝒎

OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS
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c. 𝒇 𝒙 = 𝒙𝟒 𝒇′(𝒙) = 𝟒𝒙𝟑=0; 𝒙∗=0

𝒇′′′(𝒙) = 𝟐𝟒𝒙; 𝒇′′′(𝒙∗) = 𝟎𝒇′′(𝒙) = 𝟏𝟐𝒙𝟐; 𝒇′′(𝒙∗) = 𝟎

𝒇′′′′(𝒙) = 𝟐𝟒; 𝒇′′′′(𝒙∗) >0 ∀ 𝒙 ∈ 𝑺

𝒙∗ 𝒊𝒔 𝒊𝒏𝒅𝒆𝒆𝒅 𝒍𝒐𝒄𝒂𝒍 𝒎𝒊𝒏𝒊𝒎𝒖𝒎

OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS



OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS

Multi-Variables Optimality Conditions

Taylor's Expansion

𝒇 𝒙𝟏, 𝒙𝟐 = 𝒇 𝒙𝟏
∗, 𝒙𝟐

∗ +
𝝏𝒇

𝝏𝒙𝟏
𝒙𝟏 − 𝒙𝟏

∗ +
𝝏𝒇

𝝏𝒙𝟐
𝒙𝟐 − 𝒙𝟐

∗ +
𝟏

𝟐
[
𝝏𝟐𝒇

𝝏𝒙𝟏𝟐
𝒙𝟏 − 𝒙𝟏

∗ 𝟐

+ 𝟐
𝝏𝟐𝒇

𝝏𝒙𝟏𝝏𝒙𝟐
𝒙𝟏 − 𝒙𝟏

∗ 𝒙𝟐 − 𝒙𝟐
∗ +

𝝏𝟐𝒇

𝝏𝒙𝟐𝟐
𝒙𝟐 − 𝒙𝟐

∗ 𝟐]+ 𝑹;

𝑹: is small remainder term
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Taylor's Expansion

𝒇 x = 𝒇 x∗ + 𝛁𝒇𝑻 x − x∗ +
𝟏

𝟐
x − x∗ 𝑻𝑯 x − x∗ + 𝑹;

x=[𝒙𝟏 𝒙𝟐⋯ 𝒙𝒏]𝑻, 𝒄𝒐𝒍𝒖𝒎𝒏 𝒗𝒆𝒄𝒕𝒐𝒓;

𝛁𝒇 = [
𝝏𝒇

𝝏𝒙𝟏

𝝏𝒇

𝝏𝒙𝟐
⋯

𝝏𝒇

𝝏𝒙𝒏
]𝑻; 

(gradient vector-first order partial derivative)

𝑯 =

(Hessian Matrix-second order partial derivative)

OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS
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If x∗is a local minimum; a change in the function for any move in 

a small neighborhood of x∗must be non-negative;

𝛁𝒇 x∗ = 𝟎 (Necessary condition);

x − x∗ 𝑻𝑯 x − x∗ > 𝟎 (Sufficient condition)

𝑰𝒇 𝑯 𝒊𝒔 𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆 𝒅𝒆𝒇𝒊𝒏𝒊𝒕𝒆 𝒎𝒂𝒕𝒓𝒊𝒙 ∀ x − x∗ ≠ 𝟎

Ludwig Otto Hesse ( 1811 –1874): German  mathematician

OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS
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NECESSARY & SUFFICIENT CONDITIONS
MATRIX FORM

THEOREM 2

𝑰𝒇 𝑭 x = x𝑻𝑨 x

𝒊𝒔 𝒂 𝒒𝒖𝒂𝒅𝒓𝒂𝒕𝒊𝒄 𝑭𝒐𝒓𝒎 𝒇𝒖𝒏𝒄𝒕𝒊𝒐𝒏, 𝒊𝒕 𝒄𝒂𝒏 𝒃𝒆
1. Positive Definite: 𝑭 x > 𝟎 ∀ x ≠ 𝟎 ; 𝑨 is called Positive Definite 

Matrix

2. Positive Semidefinite: 𝑭 x ≥ 𝟎 ∀ x ≠ 𝟎; 𝑨 is called Positive 

Semidefinite Matrix

3. Negative Definite: 𝑭 x < 𝟎 ∀ x ≠ 𝟎; 𝑨 is called Negative Definite 

Matrix

4. Negative Semidefinite: 𝑭 x ≤ 𝟎 ∀ x ≠ 𝟎; 𝑨 is called Negative 

Semidefinite Matrix

5. Indefinite: 𝑭 x > 𝟎 𝒇𝒐𝒓 𝒔𝒐𝒎𝒆 𝒗𝒂𝒍𝒖𝒆𝒔 𝒐𝒇 x & 𝑭 x < 𝟎 𝒇𝒐𝒓 𝒔𝒐𝒎𝒆
𝒐𝒕𝒉𝒆𝒓𝒔 ; 𝑨 is called Indefinite Matrix
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THEOREM 3

OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS
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THEOREM 4

OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS
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 How determine matrix form?

 Quadratic Form 

 Eigenvalues

 Principal Minors

Example 12: Determine the matrix form of the following 

matrix:

𝑨 =
𝟐 𝟎 𝟎
𝟎 𝟒 𝟎
𝟎 𝟎 𝟑

Solution

OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS
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 Quadratic Form:
The quadratic form associated with the matrix is:

𝑭 x =x𝑻𝑨 x= [𝒙𝟏 𝒙𝟐 𝒙𝟑]𝑻
𝟐 𝟎 𝟎
𝟎 𝟒 𝟎
𝟎 𝟎 𝟑

𝒙𝟏
𝒙𝟐
𝒙𝟑

= (2𝒙𝟏
𝟐 + 4𝒙𝟐

𝟐+3𝒙𝟑
𝟐) > 𝟎 ∀ x ≠ 𝟎

The matrix 𝑨 is Positive Definite Matrix

 Eigenvalues:
For a given matrix 𝑨, the eigenvalue problem is defined as:

𝑨 x=λx ; (𝑨 − λI) =0
𝟐 𝟎 𝟎
𝟎 𝟒 𝟎
𝟎 𝟎 𝟑

−
λ 𝟎 𝟎
𝟎 λ 𝟎
𝟎 𝟎 λ

= 𝟎

λ𝟏 = 𝟐, λ𝟐 = 𝟑 , λ𝟑 =4

Since all eigenvalues > 𝟎
The matrix 𝑨 is Positive Definite Matrix

OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS
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 Principal Minor:

𝑴𝟏 = 𝟐 > 𝟎, 𝑴𝟐=
𝟐 𝟎
𝟎 𝟒

= 𝟖 > 𝟎, 𝑴𝟑=
𝟐 𝟎 𝟎
𝟎 𝟒 𝟎
𝟎 𝟎 𝟑

=𝟐𝟒 > 𝟎

The matrix 𝑨 is Positive Definite Matrix

Example 13: Find the local minimum using necessary/sufficient 

conditions:

𝒇 x = 𝒙𝟏
𝟐+2𝒙𝟏𝒙𝟐+𝟐𝒙𝟐

𝟐
-𝟐𝒙𝟏+𝒙𝟐+8

Solution

𝒇 x = 𝒙𝟏
𝟐+2𝒙𝟏𝒙𝟐+𝟐𝒙𝟐

𝟐
−𝟐𝒙𝟏+𝒙𝟐+8

𝛁𝒇 =

𝝏𝒇

𝝏𝒙𝟏
𝝏𝒇

𝝏𝒙𝟐

=
𝟐𝒙𝟏 + 𝟐𝒙𝟐 − 𝟐
𝟐𝒙𝟏 + 𝟒𝒙𝟐 + 𝟏

=
𝟎
𝟎

; 𝒙𝟏
∗=2.5, 𝒙𝟐

∗ =-1.5

OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS
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x ∗ 𝒊𝒔 𝒊𝒏𝒅𝒆𝒆𝒅 𝒍𝒐𝒄𝒂𝒍 𝒎𝒊𝒏𝒊𝒎𝒖𝒎

x ∗ =
𝟐. 𝟓
−𝟏. 𝟓

(Necessary condition)

Using one method to determine the matrix form, e.g., eigenvalues

λ𝟏 = 𝟎. 𝟕𝟔𝟑𝟗 > 𝟎, , λ𝟐 = 𝟓. 𝟐𝟑𝟔𝟏 > 𝟎

The matrix 𝑯 is Positive Definite Matrix (Sufficient condition)

OPTIMALITY CONDITIONS FOR 
UNCONSTRAINED PROBLEMS
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